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Experimental investigations of spin-polarized electron confinement in nanostructures by scanning
tunneling microscopy (STM) and scanning tunneling spectroscopy (STS) are reviewed. To appreciate
the experimental results on the electronic level, the physical basis of STM is elucidated with special
emphasis on the correlation between differential conductance, as measured by STS, and the electron
density of states, which is accessible in ab initio theory. Experimental procedures which allow one to
extract the electron dispersion relation from energy-dependent and spatially resolved STM and STS
studies of electron confinement are reviewed. The role of spin polarization in electron confinement is
highlighted by both experimental and theoretical insights, which indicate variation of the spin
polarization in sign and magnitude on the nanometer scale. This review provides compelling evidence
for the necessity to include spatial-dependent spin-resolved electronic properties for an in-depth
understanding and quantitative assessment of electron confinement in magnetic nanostructures and
interaction between magnetic adatoms.
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I. INTRODUCTION

Quantum phenomena are often strikingly evident when the
electronic properties of nanostructures are studied (Chang,
Esaki, and Tsu, 1974; Dingle, Wiegmann, and Henry, 1974;
Ando, Fowler, and Stern, 1982; Weisbuch and Vinter, 1991;
Kelly, 1995). With shrinking spatial extension of at least one
dimension to the nanometer (nm) scale, electron spectroscopy
may reveal discrete energy levels. Also, the wave-particle
dualism of electrons emerges as a spatial variation of
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electronic properties on the nm scale. The electron dispersion
relation determines this length scale. For example, on Cu(111)
and Au(111) electronic surface states (Gartland and
Slagsvold, 1975; Kevan, 1983; Goldmann, Dose, and
Borstel, 1985; Kevan and Gaylord, 1987; Reinert et al.,
2001) determine the electron dispersion relation near the
Fermi energy. Typically, the electron wavelength at the Fermi
energy is of the order of nanometers, significantly larger than
the nearest-neighbor atomic distances on metal substrates,
which is of the order of 0.2 nm.
Scanning tunneling microscopy (STM) and scanning tun-

neling spectroscopy (STS) (Binnig et al., 1982a, 1982b, 1983;
Hamers, Tromp, and Demuth, 1986; Kaiser and Jaklevic,
1986) offer an unsurpassed spatial resolution on the atomic
scale to study not only the atomic corrugation, but also the
electronic properties of nanostructures. Pioneering STM
studies have presented stunning maps of spatially modulated
electronic properties induced by scattering off step edges
(Crommie, Lutz, and Eigler, 1993b; Hasegawa and Avouris,
1993), by electron confinement at atomic terraces (Avouris
et al., 1994), and in quantum corrals (Crommie, Lutz, and
Eigler, 1993a), which were constructed by atomic manipula-
tion (Eigler and Schweizer, 1990; Stroscio and Eigler, 1991),
by subsurface impurities (Schmid et al., 1996; Weismann
et al., 2009), and in molecular networks (Pennec et al., 2007).
The resulting modulation patterns were ascribed to interfer-
ence between scattered electrons at the boundaries of the
nanostructures (Heller et al., 1994; Fiete and Heller, 2003).
STM and STS can also detect electronic states confined in a
direction perpendicular to the surface, in thin films (Kubby
and Greene, 1992; Becker and Berndt, 2010) and nano-
structures (Altfeder, Matveev, and Chen, 1997; Yang et al.,
2009), where the motion of electrons is confined by the
surface and the interface with substrates.
What is new in this review? Electrons carry in addition to

charge also a spin, and the spin is the basis for magnetism of
matter. Thus, a priori it is not obvious how spatial variations
of the electron density also impact the magnetic properties on
the nanoscale. Here it is our goal to present an understanding
of the spatially varying spin-dependent electronic properties
of nanostructures and at surfaces.
To appreciate the significance of magnetism on the nano-

scale we remind the interested reader that the properties of thin
magnetic films and magnetic nanostructures have been a
central topic of research for fundamental physics and appli-
cations (Kronmüller and Parkin, 2007). When the size of
magnetic films or magnetic nanostructures is reduced to the
nanometer or the atomic scale, their magnetic properties
change and differ from their bulk properties, for example,
enhanced magnetic anisotropies (Gambardella et al., 2003;
Ouazi et al., 2012), spin reorientation transitions (Sander,
2004), and noncollinear magnetism (Wulfhekel and Gao,
2010) have been reported. Thus, the understanding of the
magnetic properties of magnetic films and magnetic nano-
structures with reduced dimensions on the electronic level is
decisive.
For example, giant magnetoresistance has been realized in a

variety of multilayers consisting of ferromagnetic and non-
magnetic thin films (Baibich et al., 1988; Binasch et al., 1989;
Parkin, More, and Roche, 1990). The magnetic coupling

between ferromagnetic layers oscillates between ferromag-
netic and antiferromagnetic with the thickness of nonmagnetic
layers separating them (Parkin, More, and Roche, 1990, 1991;
Cebollada et al., 1991). Spin-polarized quantum-well states
formed in nonmagnetic spacer layers are found to be respon-
sible for the oscillatory magnetic coupling (Ortega and
Himpsel, 1992; Ortega et al., 1993). Quantum-well states
formed in not only nonmagnetic but also ferromagnetic layers
also lead to oscillations of magnetocrystalline anisotropy
energy with thickness (Würsch et al., 1997; U. Bauer et al.,
2011; Przybylski et al., 2012; Manna et al., 2013).
Ferromagnetism of ferromagnetic semiconductors, where a
small amount of magnetic impurities is doped into non-
magnetic semiconductors, emerges due to the p-d exchange
interaction between valence band holes and localized d
electrons of magnetic dopants (Ohno, 1998; Dietl, 2010).
Interfaces of complex oxide heterostructures show a variety of
magnetic properties (Bibes, Villegas, and Barthélémy, 2011).
Unpaired dangling bonds can induce magnetic moments and
magnetic ordering, for example, at the edges of graphene
nanostructures (Yazyev, 2010) and Si(553)-Au surfaces
(Erwin and Himpsel, 2010; Snijders et al., 2012; Aulbach
et al., 2013).
At the surface, spin-polarized surface states play an

important role in various spin-dependent phenomena. Spin-
polarized STM (SP-STM) offers insight into the spin-
dependent electronic structures with high spatial resolution
(Bode, 2003; Wulfhekel and Kirschner, 2007; Wiesendanger,
2009). Combined experimental and theoretical studies reveal
the decisive role of spin-dependent electron confinement in
magnetic nanostructures for spin polarization and spin-
dependent transport properties on the nanoscale (Niebergall,
Stepanyuk et al., 2006; Oka et al., 2010, 2011). Magnetic
adatoms on metal surfaces induce oscillations of the spin
polarization in nonmagnetic metals due to spin-dependent
scattering of surface-state electrons. This leads to a long-range
magnetic coupling between magnetic adatoms on the surfaces
(Stepanyuk et al., 2005; Meier et al., 2008; Khajetoorians
et al., 2012), described by the so-called Ruderman-Kittel-
Kasuya-Yosida (RKKY) interaction (Ruderman and Kittel,
1954; Kasuya, 1956; Yosida, 1957). Systems with strong spin-
orbit coupling are predicted to show a rotation of the spin-
polarized local density of states around magnetic impurities
adsorbed on surfaces (Guo and Franz, 2010; Stróżecka,
Eiguren, and Pascual, 2011; Liu, Qi, and Zhang, 2012;
Lounis, Bringer, and Blügel, 2012).
In this article, we review STM and STS investigations of

electron confinement at nanostructures and its impact on spin-
dependent phenomena. In Sec. II we review the tunneling
theory used for the interpretation of STM and STS and SP-
STM and SP-STS measurements, and we address experimen-
tal aspects of SP-STM. In Sec. III we review selected results
on electron confinement in various nanostructures studied by
STM and STS. In Sec. IV we highlight results on scattering
and confinement as studied by SP-STM in its application to
magnetic nanostructures. The impact of magnetic adatoms
and magnetic nanostructures on the spin polarization of
nonmagnetic substrates is discussed in Sec. V. In Sec. VI
we review the role of spin-dependent electron confinement
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for transport properties, such as the tunneling magnetoresist-
ance (TMR).
This review focuses on elastic tunneling processes.

Important insights into single-atom magnetic properties and
magnonic excitations are accessible by inelastic electron
tunneling spectroscopy, and the interested reader is referred
to Heinrich et al. (2004), Hirjibehedin, Lutz, and Heinrich
(2006), Hirjibehedin et al. (2007), Gao et al. (2008), Otte et al.
(2008, 2009), Fernández-Rossier (2009), Lorente and
Gauyacq (2009), Tsukahara et al. (2009), Fransson,
Eriksson, and Balatsky (2010), Loth, Lutz, and Heinrich
(2010), Khajetoorians et al. (2011), and Gauyacq, Lorente,
and Novaes (2012).

II. PROBING SPIN-POLARIZED ELECTRON
CONFINEMENT WITH STM

A. Working principle of STM

Electron tunneling describes the phenomenon in which an
electron can tunnel between two electrodes that are separated
by an insulating layer (Esaki, 1958; Giaever, 1960a, 1960b;
Bardeen, 1961; Fisher and Giaever, 1961). The insulating
layer can be an oxide or vacuum, and its typical thickness is in
the range of 3–10 Å. Electron tunneling gives rise to a
tunneling current, which depends on the thickness of the
insulating layer d and the applied voltage V. In STM, the

insulating layer is given by the vacuum between tip and
sample, and this tunnel barrier width d corresponds to the tip-
sample distance, which is of the order of 3–6 Å in typical
working conditions. The high spatial resolution of STM on the
subatomic scale is based on an exponential dependence of the
tunneling current on the distance between tip and sample, as
discussed below. A more detailed description and technical
aspects of STM can be found in Chen (1993), Wiesendanger
(1994), Bonnell (2001), and Foster and Hofer (2006). We
point out here that the tunneling process is necessarily an
electron-spin-dependent effect. Tunneling is described as a
spin-conserving phenomenon. Spin-up (spin-down) electrons
can tunnel only into unoccupied spin-up (spin-down) states.
The magnitude of the tunneling current and its energy
dependence IðVÞ depend on the spin polarization of both
tip and sample as discussed in Sec. II.C.
In order to interpret experimental data obtained by STM, it

is crucial to characterize the tunneling process on the
electronic level (Briggs and Fisher, 1999; Drakova, 2001;
Hofer, Foster, and Shluger, 2003, and references therein).
Here we briefly introduce widely accepted concepts used to
interpret experimental results of STM and STS measurements.
Bardeen (1961) treated the tunneling phenomenon in first-

order time-dependent perturbation theory,1 for the first time, to
describe the tunneling current. The tunneling current I can be
derived as follows:

I ¼ IT→S − IS→T

¼ 2πe
ℏ

X
μ;ν

ffðET
μ Þ½1 − fðES

ν þ eVÞ� − fðES
ν þ eVÞ½1 − fðET

μ Þ�gjMμ;νj2δðES
ν − ET

μ Þ

¼ 2πe
ℏ

X
μ;ν

½fðET
μ Þ − fðES

ν þ eVÞ�jMμ;νj2δðES
ν − ET

μ Þ; ð1Þ

where fðEÞ is the Fermi function, V is the applied sample-
bias voltage, Mμ;ν is the tunneling matrix element between
unperturbed states ψμ of the tip and ψν of the sample
surface, and Eμ (Eν) is the energy of the state ψμ (ψν) in the
absence of tunneling. The δ function ensures the conser-
vation of energy for elastic tunneling. The summation
includes all possible initial and final states of the tip and the
sample. Bardeen (1961) described the tunneling matrix
element as

Mμ;ν ¼ −
ℏ2

2m

Z
dSðψ�

μ∇ψν − ψν∇ψ�
μÞ; ð2Þ

where the integral is evaluated over any surface lying
entirely within the vacuum barrier region separating the two
electrodes. At this point, it is possible to calculate the
tunneling current using Eq. (1) with Eq. (2) if the electronic
states of the tip ψμ and the sample ψν are known. This
would give a complete understanding of experimental
results of STM. However, the atomic structure of the tip

is unknown in most STM experiments. The atomic struc-
ture of the tip can be characterized using transmission
electron microscopy (Rodary et al., 2011) or field ion
microscopy (Müller and Tsong, 1969; Tsong, 1990; Okawa
et al., 2011; Sugiura et al., 2011; Nagai et al., 2014).
Detailed structural and elemental characterizations of tips
in STM are scarce, and it is still quite challenging to
experimentally identify the atomic structure of the tip.
Tersoff and Hamann (1983, 1985) extended Bardeen’s

tunneling theory into a more accessible relation between
the tunneling current and the electronic properties of the
sample. They assumed that the electronic state of the tip ψμ

can be described by a spherically symmetric wave function,
that is, an swave [see also Chen (1990b)]. The s-wave tip state
can be described as

ψμ ¼
C
κρ

e−κρ; ð3Þ

where κ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mϕ=ℏ2

p
is the decay constant, ϕ is the work

function, ρ ¼ j~r − ~r0j is the radial distance from the center of
curvature of the tip ~r0, and C is a normalization coefficient. A
schematic of the geometry at the tip apex of the STM is depicted
in Fig. 1. Tersoff and Hamann (1983, 1985) further considered

1A detailed discussion of Bardeen’s tunneling theory is given by
Duke (1969) and Gottlieb and Wesoloski (2006).
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the limits of small sample-bias voltage (V ≤ 10 mV) and low
temperature, where Eq. (1) is simplified as

I ¼ 8π3C2ℏ3e
κ2m2

eVnTðEFÞnSð~r0; EFÞ; ð4Þ

and a linear IðVÞ characteristic results for small sample-bias
voltages. Here nTðEFÞ is the density of states of the tip at the
Fermi energy EF and nSð~r0; EFÞ is the local density of states
(LDOS) of the sample at the tip apex position ~r0 at the Fermi
energy, which are given as

nTðϵÞ ¼
X
ν

δðET
ν − ϵÞ; ð5Þ

and

nSð~r0; ϵÞ ¼
X
μ

δðES
μ − ϵÞjψμð~r0Þj2: ð6Þ

Equation (4) tells us that the tunneling current measured with
STM is proportional to the sample LDOS at the tip apex
position ~r0 at the Fermi energy EF within the approximations
made above. Thus, STM images obtained in a constant-current
mode and at low sample-bias voltage reflect maps of constant
LDOS of the sample at the Fermi energyEF, as measured at the
tip apex position ~r0.
Note that the sample states ψμ decay exponentially into the

vacuum region

jψμð~r0Þj2 ∝ exp½−2κðRþ dÞ�; ð7Þ

and an exponential dependence of the tunneling current on the
tip-sample distance d,

I ∝ nSð~r0; EFÞ ∝ expð−2κdÞ; ð8Þ

results. Assuming that the work function of the sample is 5 eV
(Michaelson, 1977), a change in the tip-sample distance by
1 Å induces a variation in the tunneling current by 1 order of

magnitude. Therefore, even very small changes in the tip-
sample distance are easily detected, leading to an extremely
high vertical resolution of STM. This vertical resolution is
mainly limited by experimental noise. Currently, this vertical
noise can be as low as 200 fmp-p in liquid-He-cooled STM on
vibrationally isolated setups (Wedekind, 2010; Zhang et al.,
2011). The exponential dependence of the tunneling current
on distance is also one of the key factors for the atomic
resolution of the STM. For a detailed discussion concerning
the origin of the atomic resolution of the STM, see Chen
(1990a, 1991). We note that the decay of the sample LDOS
through the vacuum toward the tip apex position depends in a
nontrivial manner on the symmetry of the involved wave
functions, and very different decay lengths may occur for
states with minority- or majority-spin character. This is
essential for the proper assessment of spin-dependent STM
results. This aspect is extensively discussed in Sec. II.C.
The proximity between the tip apex and the sample surface

also leads to a chemical interaction between the electrodes.
Thus, forces acting between the tip apex and the sample need
to be considered, and this interaction also influences reso-
lution and data interpretation in STM considerably. A detailed
discussion of these aspects goes beyond the scope of this
review, and we refer the interested reader to the numerous
articles on this aspect (Clarke et al., 1996; Hofer et al., 2001;
Hofer, Foster, and Shluger, 2003; Hofer, 2003; Palotás and
Hofer, 2005).

B. Spectroscopy measurements of the differential conductance
by STM

One of the most powerful and important applications of
STM is spectroscopic measurements of the differential con-
ductance dI=dV as a function of sample-bias voltage. In the
following, we briefly elucidate the correlation between differ-
ential conductance and LDOS in STS. This unique possibility
to map the sample LDOS with lateral atomic precision serves
as the basis for a comparison between calculated electronic
properties of nanostructures and the experimental results.
The equation for the tunneling current in Eq. (1) can be

expressed for a finite bias voltage (eV ≪ ϕ, where ϕ is the
work function) within the approximation of the s-wave tip
state in the following form:

I ¼ 8π3C2ℏ3e
κ2m2

Z
nTðϵþ eVÞnSð~r0; ϵÞ½fðϵ − ES

FÞ

− fðϵþ eV − ET
FÞ�dϵ; ð9Þ

where nTðϵÞ is the DOS of the tip [Eq. (5)], and nSð~r0; ϵÞ is the
LDOS of the sample at the tip apex position ~r0 [Eq. (6)]. The
DOS of the tip nTðϵÞ is assumed to be constant and given by
nT . By replacing the Fermi function with the step function,
Eq. (9) can be further simplified into

IðVÞ ∝ nT

Z
EFþeV

EF

nSð~r0; ϵÞdϵ: ð10Þ

The tunneling current for a finite bias voltage V is proportional
to the integrated LDOS between the Fermi energy EF and the

Rr0

d

tip

sample

FIG. 1. Schematic of the tip apex as used in the mathematical
description of the tunneling process. The STM tip is assumed to
be locally spherical with radius of curvature R, where it
approaches closest to the sample surface (shaded). The distance
of nearest approach is d. The center of curvature of the tip is
located at ~r0. Note that this schematic is idealized as it does not
consider the atomic structure of a tip apex. Adapted from Tersoff
and Hamann, 1985.
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sample-bias voltage V, eV, of the sample at the tip apex
position ~r0. The differential conductance dI=dV follows from
the energy derivative of the tunneling current I in Eq. (10), as

dI
dV

ðVÞ ∝ nTnSð~r0; EF þ eVÞ: ð11Þ

Thus, measurements of the differential conductance allow us
to directly compare the experimental data with the calculated
sample LDOS, as provided by theory.
We point out that in the discussion above unperturbed tip

and sample states (Eμ and Eν) in the absence of tunneling are
considered. A finite bias voltage applied to the STM tunnel
junction may induce electronic modifications of both tip and
sample, as described by, e.g., the Stark effect (Becker,
Golovchenko, and Swartzentruber, 1985; Binnig et al.,
1985; Limot et al., 2003; Kröger et al., 2004). A close tip-
sample distance may also cause structural relaxations of both
sample and tip apex due to chemical forces (Hofer, Foster, and
Shluger, 2003; Huang, Stepanyuk, and Kirschner, 2006;
Huang et al., 2006).
Another critical assumption made above is that the DOS of

the tip nT is constant. The DOS of the tip may drastically
change from tip to tip, whereas the LDOS of the sample is
fixed provided that the sample has a well-characterized atomic
structure (Crommie, Lutz, and Eigler, 1993c). Therefore, in
experiments we strive for reproducibility of spectroscopic
features in differential conductance measurements with differ-
ent tips to reliably characterize the LDOS of the sample.

C. Spin-polarized STM: The method of choice to study
spin-polarized electron confinement

Electrons carry a spin in addition to charge and the
phenomenon of electron tunneling is spin dependent
(Tedrow and Meservey, 1973; Julliere, 1975). Thus, when
materials with a spin polarization are used for both tip and
sample, the tunneling current depends on the spin-dependent
electronic properties of both electrodes. Figure 2 schemati-
cally illustrates the spin-dependent electron tunneling between
two spin-polarized electrodes. We recall that the DOS of
ferromagnets splits up into majority- and minority-spin states
due to exchange interaction between electrons (Kittel, 1949).
Consequently, the DOS is different for majority- and minority-
spin states at a given energy, giving rise to spin polarization.
The spin polarization PðϵÞ is defined as the difference of the
DOS of majority-n↑ and minority-n↓ spin electrons at a given
energy ϵ, normalized to the total DOS,

PðϵÞ ¼ n↑ðϵÞ − n↓ðϵÞ
n↑ðϵÞ þ n↓ðϵÞ

: ð12Þ

To illustrate the proof of principle of SP-STM, we assume
identical DOSs for tip and sample in Fig. 2. When a small
positive sample-bias voltage is applied, electrons tunnel from
occupied tip states to empty sample states. Assuming that the
spin orientation of tunneling electrons is conserved during the
tunneling process, i.e., spin-up (spin-down) electrons always
tunnel into spin-up (spin-down) states, the magnitude of the

tunneling current differs for spin-up and spin-down channels
[Fig. 2(a)]. Since in our example around the Fermi energy the
DOS of the spin-down state is higher for both tip and sample
than that of the spin-up state, a tunneling current in the spin-
down channel is larger than in the spin-up channel, as
indicated by arrows with different thicknesses. When the
sample magnetization is switched to the antiparallel (AP) state
[Fig. 2(b)], the tunneling current in the spin-up channel
remains the same; however, that of the spin-down channel
is reduced.
In this peculiar example, the tunneling current is lower in

the AP case than in the P case as seen in Fig. 2. Thus the
magnitude of the tunneling current depends on the relative
orientation of the sample magnetization with respect to the tip
magnetization. This phenomenon is know as the TMR effect
(Moodera, Nassar, and Mathon, 1999; Tsymbal, Mryasov, and
LeClair, 2003; Parkin et al., 2007; Miao, Münzenberg, and
Moodera, 2011). The working principle of SP-STM is based
on this phenomenon. We note explicitly that, in general, it is
not true that a P state gives a larger tunneling current than an
AP state. We discuss in Secs. II.E.2 and VI.A and show
explicitly in Figs. 4(b) and 29(a) that the variation of
dI=dVðVÞ and IðVÞ is a spectroscopic feature, where, depend-
ing on the sample-bias voltage, a larger differential conduct-
ance and conductance can also be obtained for the AP state.
Thus, in general, it is not possible to distinguish between AP
and P states from the observation of a change of the IðVÞ and
dI=dVðVÞ signal alone. It is mandatory to perform field-
dependent measurements to obtain a reliable interpretation of
SP-STM data (Rodary et al., 2009).
Wortmann et al. (2001) extended the Tersoff-Hamann

theory (Tersoff and Hamann, 1983, 1985) of the non-spin-
polarized tunneling current for the spin-polarized case. They
introduced two-component spinors for the wave functions.
They introduce the quantization direction of the tip, which is

state-PAstate-P (b)(a)
MT MS MT MS

EF

E

0

E

0

EF

E

0

E

0
N N

FIG. 2 (color online). Simplified picture of spin-polarized
tunneling within a hypothetical spin-split density of states model
in parallel (P) and antiparallel (AP) magnetization orientations.
The spin orientation of the tunneling electrons is assumed to be
conserved during tunneling, i.e., spin-up electrons always tunnel
into spin-up states and spin-down electrons always tunnel into
spin-down states. Arrows (bottom) indicate the DOS of spin-up
and spin-down electrons. The spin direction is antiparallel to the
magnetic moment (Chikazumi, 1997). MT and MS (top arrows)
denote the magnetization orientation of tip and sample, respec-
tively. (a) P and (b) AP alignment of tip and sample magneti-
zation. Adapted from Wulfhekel and Kirschner, 2007.
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defined by the magnetization axis of the tip ~eTM. The tip and
sample states are described as

ΨT
ν ¼

�
ψT
ν↑
0

�
or

�
0

ψT
ν↓

�
ð13Þ

and

ΨS
μ ¼

�
ψS
μ↑

ψS
μ↓

�
; ð14Þ

respectively.
The tip state at the tip apex is modeled as a spherically

symmetric wave function, that is, an swave, comparable to the
Tersoff-Hamann model, as discussed in Sec. II.A. Here it is
further assumed that the s-wave states have the same decay
constant κ and the same normalization coefficient C for both
spin-up and spin-down states. The DOS of the tip is assumed
to be constant in energy but different in magnitude for spin-up,
n↑T , and spin-down, n

↓
T electrons. Under these assumptions, the

tunneling current can be decomposed into two parts, a non-
spin-polarized current I0 and a spin-polarized current IP:

Ið~r0; V; θÞ ¼ I0ð~r0; VÞ þ IPð~r0; V; θÞ; ð15Þ

¼4π3C2ℏ3e
κ2m2

½nT ~nSð~r0;VÞþ ~mT
~~mSð~r0;VÞ�; ð16Þ

where nT ¼ n↑T þ n↓T is the non-spin-polarized DOS of the tip,
~nSð~r0; VÞ is the energy integral from EF to EF þ eV of the
sample LDOS, and ~mT ¼ ðn↑T − n↓TÞ~eTM is the spin-polarized
DOS of the tip. ~~mSð~r0; VÞ is the vector of the energy integral
of the spin-polarized LDOS of the sample ( ~mS) and is given
for low temperatures by

~~mSð~r0; VÞ≃
Z

EFþeV

EF

~mSð~r0; ϵÞdϵ; ð17Þ

with

~mSð~r0; ϵÞ ¼
X
μ

δðEμ − ϵÞΨS†
μ ð~r0ÞσΨS

μð~r0Þ; ð18Þ

where σ is Pauli’s spin matrix. The energy derivative of the
tunneling current I for the spin-polarized case in Eq. (16)
gives the differential conductance of SP-STM measurements
as

dI
dV

ð~r0; VÞ ∝ nTnSð~r0; EF þ eVÞ þ ~mT ~mSð~r0; EF þ eVÞ:
ð19Þ

Equation (19) tells us that the differential conductance
measured with the SP-STM contains two components. The
first term of Eq. (19) is a non-spin-polarized part and reflects
the spin-integrated LDOS of the sample (nS) at an energy of
EF þ eV and a tip apex position ~r0. The second term of
Eq. (19) corresponds to a spin-polarized part and reflects the
projection of the vector of the spin-polarized sample LDOS

( ~mS) at an energy of EF þ eV and a tip apex position ~r0 onto
the spin-polarized DOS of the tip ( ~mT). It depends on
the magnitudes of ~mT and ~mS, and cos θ as ~mT ~mS ¼
j ~mT jj ~mSj cos θ. The angle θ describes the angle between
the magnetization directions of the tip and the sample.
In the case of zero spin polarization of either the tip or
the sample, the second term in Eq. (19), which describes the
spin-polarized part, vanishes.
To investigate spin polarization on the sample with SP-

STM, the asymmetry of the differential conductance, AdI=dV ,
is introduced. The asymmetry is defined as (Oka et al., 2010)

AdI=dV ≡ dI=dVAP − dI=dVP

dI=dVAP þ dI=dVP
; ð20Þ

where dI=dVAP and dI=dVP are the differential conductance
signals measured with the tip and sample magnetization in AP
and P configurations, respectively. The AP and P configura-
tions correspond to θ ¼ 180∘ and 0°, and thus cos θ ¼ −1 and
1 in Eq. (19), respectively. Therefore, the asymmetry of the
differential conductance in Eq. (20) can be linked to the spin
polarization of the tip PT and sample PS:

AdI=dVð~r0; VÞ ¼ −PTPSð~r0; EF þ eVÞ: ð21Þ

Note that the differential conductance measured by STM
[Eq. (11)] is always evaluated at the tip apex position ~r0. A
displacement of the tip apex position, i.e., a different tip-
sample distance, may induce a change of this quantity.
Therefore, differential conductance measurements should be
performed at a defined tip-sample distance to allow a reliable
comparison between measurements (Hörmandinger, 1994).
STM measurements are usually performed in a constant-
current mode, where not the tip-sample distance but the
tunneling current is kept constant during scanning of a tip
over a sample surface. When ~nSð~r0; VÞ and/or ~~mSð~r0; VÞ
depend on the spatial position on the sample surface, which
causes a variation of the tunneling current [Eqs. (11) and (19)],
the tip-sample distance varies with the spatial position in
constant-current mode. Even at the same spatial position on
the surface, a change in the magnetization direction of the
sample induces a change in the tunneling current [Eq. (19)],
leading to a different tip-sample distance. This effect is
exploited in SP-STM studies in the constant-current mode
(Wiesendanger et al., 1990; Rusponi et al., 2005). An
important insight from theory is that the spin-dependent
DOS of a sample decays on different length scales for
majority- and minority-spin states (Ignatiev, 2009). A striking
result is that the calculations for a Co bilayer on Cu(111)
reveal a decay of the minority d states on a shorter length scale
as compared to that of the majority s-p states. Thus, the
measured differential conductance asymmetry may depend
critically on the tip-sample distance. This leads to the
experimental question: At what tip-sample distance are the
spectroscopy measurements performed? This aspect is taken
care of by performing spectroscopy measurements with an
open feedback loop of the STM. This means that the tip-
sample distance is stabilized at certain stabilization parameters
of the sample-bias voltage Vstab and the tunneling current Istab,
before the feedback loop is opened and the bias voltage is
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ramped between Vmin and Vmax, while the IðVÞ and dI=dVðVÞ
signals are recorded simultaneously. These stabilization
parameters are chosen such that Vstab falls into the spectral
range where the spin-polarized current in Eq. (16) is negli-
gible. This can be confirmed by a comparison of constant-
current STM images at Vstab and Istab for P and AP states
(Kubetzka et al., 2003).

D. Experimental realization of SP-STM

Experimental aspects of SP-STM have been discussed in
several reviews (Bode, 2003; Wulfhekel and Kirschner, 2007;
Wiesendanger, 2009, 2011; Wulfhekel and Gao, 2010), and in
the following we focus on selected aspects to provide the
necessary insight to appreciate SP-STM experiments.

1. Spin-sensitive STM tips

Spin-polarized tips are the essential aspects in SP-STM.
There are several ways to produce spin-polarized states in
materials, which were already realized in planar tunnel
junctions: (1) magnetic materials (Julliere, 1975; Maekawa
and Gäfvert, 1982; Miyazaki and Tezuka, 1995; Moodera
et al., 1995), (2) optically pumped GaAs (Prins, Abraham, and
van Kempen, 1993), and (3) superconducting materials in
magnetic fields (Meservey, Tedrow, and Fulde, 1970; Tedrow
and Meservey, 1971a, 1971b, 1973). These procedures are
also followed to obtain spin-polarized tips for SP-STM.

a. Magnetic materials

The use of magnetic materials for tips is the most common
way to reliably perform SP-STM measurements so far. There
have been many reports on successful SP-STM measurements
using bulk magnetic material tips (Wiesendanger et al., 1990,
1992; Subagyo and Sueoka, 2006) or magnetic-film-covered
W tips (Bode, Getzlaff, and Wiesendanger, 1998; Kleiber
et al., 2000; Kubetzka et al., 2002). Bulk ferromagnetic
materials can be used for SP-STM tips. However, their large
magnetic stray fields, which were evaluated to induce more
than 500 mT at a tip-sample distance of 25 nm (Wadas and
Hug, 1992), have the potential to modify the magnetic
structures of the sample. Thus their application to SP-STM
tips is limited. To reduce the magnetic stray field effect, bulk
antiferromagnetic materials are good candidates for tips in SP-
STM and, indeed, bulk Cr tips were successfully used as SP-
STM tips (Li Bassi et al., 2007; Schlenhoff et al., 2010;
Corbetta et al., 2012). Corbetta et al. (2012) revealed that the
spin orientation of the apex of bulk Cr tips can be controlled
by external magnetic fields due to the presence of uncom-
pensated magnetic moments at the tip apex (Payne, Jiang, and
Bloomfield, 2006; Czerner et al., 2010). The tips most
commonly used for SP-STM measurements are W tips
covered with magnetic materials. In particular, Fe-coated
and Cr-coated W tips are in use (Bode, Getzlaff, and
Wiesendanger, 1998; Yamada et al., 2003; Yamasaki et al.,
2003; Kawagoe et al., 2005). These tips are prepared by high-
temperature flashing of W tips and subsequent deposition of
magnetic materials onto the W tips.

b. Optically pumped GaAs

III-V compound semiconductors can produce spin-polar-
ized electrons at their conduction band when illuminated by
circularly polarized light. Thus, optically pumped GaAs is
widely used as a spin-polarized electron source. This is based
on the following three factors: (1) the band structures of III-V
compound semiconductors, (2) the optical selection rule,
where the total angular momentum of an illuminated photon
and an exited electron must be conserved, and (3) the
transition probability of electrons. III-V compound semi-
conductors have an s-like conduction band (the angular
momentum mj ¼ �1=2) and a p-like valence band
(mj ¼ �3=2 for the heavy-hole band and mj ¼ �1=2 for
the light-hole band) around the Γ point. The two bands are
separated by the band gap (Eg ¼ 1.52 eV for GaAs at 0 K). If
circularly polarized light (mj ¼ �1 along the beam axis) with
the energy of the band gap is used, the optical selection rule
allows electronic transitions with Δmj ¼ mf −mi ¼ �1,
where mf and mi are the angular momenta of the final and
initial states, respectively. For σþ circularly polarized light
(mj ¼ þ1), the following two transitions are allowed: from
mj ¼ −3=2 (the heavy-hole band) to mj ¼ −1=2 (conduction
band) and from mj ¼ −1=2 (the light-hole band) to mj ¼
þ1=2 (conduction band). The net spin polarization of elec-
trons excited to the conduction band is given by the relative
transition probabilities of the two transitions. Pierce and Meier
(1976) determined by calculating the matrix element of the
transition that the relative transition probability from the heavy-
hole band is 3 times larger than that from the light-hole band.
This yields the result that the net spin polarization of electrons
excited to the conduction band is þ50% [−50% for σ−

circularly polarized light (mj ¼ −1)]. Pierce (1988) proposed
SP-STM with optically pumped GaAs tips based on the
principles discussed above. There have been reports on suc-
cessful detection of spin-polarized current between a magnetic
tip and an optically pumped GaAs sample (Alvarado and
Renaud, 1992; Sueoka, Mukasa, and Hayakawa, 1993). For
the reversed setup, SP-STM experiments with an optically
pumped GaAs tip, results have also been reported (Kodama
et al., 1998; Shinohara et al., 1998; Sueoka et al., 2004).

c. Superconducting materials in magnetic fields

Meservey, Tedrow, and Fulde (1970) observed spin splitting
(Zeeman splitting) of the quasiparticle coherence peak of
superconducting Al thin films by applying an in-plane
magnetic field and measuring the differential conductance
of Al=Al2O3=Ag tunnel junctions. Using the spin-split states,
the spin polarization of electrons tunneling in superconduct-
ing-ferromagnetic tunnel junctions was obtained (Tedrow and
Meservey, 1971b, 1973). This technique might be exploited
for SP-STM experiments by using a superconducting tip in
magnetic fields. The drawback of the approach is the need for
large external magnetic fields. Large fields are required to
induce a sizable spin splitting of the quasiparticle density of
the superconductor (Meservey, Tedrow, and Fulde, 1970). A
field of 1 T induces an energy split between quasiparticle spins
of P and AP orientation to the external field of ∼0.12 meV.
Thus, this method relies on the application of large magnetic
fields, which certainly also impact the magnetic state of the
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sample. The technique requires an energy resolution of
spectroscopy well below 100 μeV. Corresponding experi-
ments with sub-K STM, using a 3He-4He dilution refrigerator
for cooling of the STM (Assig et al., 2013), are currently
under way (Ast, 2013).

2. Mode of operation

a. Constant-current mode

As outlined previously and described in Eq. (16), the
tunneling current for the spin-polarized tip and sample has
two components, a non-spin-polarized and a spin-polarized
part. If a magnetic tip is scanned over an atomically flat
magnetic surface with a constant-current mode, a difference in
the apparent height of a constant-current STM image reflects a
change in the spin-polarized part of the tunneling current.
Thus, the constant-current STM image can reveal magnetic
structures of surfaces. The first successful SP-STM measure-
ment was performed with the constant-current mode and
revealed the topological antiferromagnetism of Cr(001)
(Wiesendanger et al., 1990). This operation mode was also
successfully applied to other systems to investigate their
surface magnetic properties (Rusponi et al., 2005; Hofer et al.,
2008). However, the morphology of surfaces greatly contrib-
utes to the difference in the apparent height of the constant-
current STM image. Therefore, this operation mode is not ideal
for studying larger surface areas, where there are atomic steps
and islands, giving rise to a large topographic contrast. The
constant-current image reflects both the energy-integrated non-
spin-polarized and magnetization (spin-polarized) LDOSs
[Eq. (16)]. The contribution of the spin-polarized part to the
image contrast gets smaller as the bias voltage increases. The
most powerful application of this operation mode is in atomic-
resolution SP-STM experiments. It was believed that atomi-
cally resolved SP-STM images mainly reflect atomic structures
of surfaces and only a small superimposed corrugation of
magnetic origin was expected. In contrast to this expectation,
Wortmann et al. (2001) theoretically revealed that a constant-
current SP-STM image is dominated by the magnetic super-
structure rather than the atomic or chemical unit cell. Indeed,
constant-current mode SP-STM unveiled numerous atomic-
scale spin structures (Wiesendanger et al., 1992; Heinze et al.,
2000; Yang et al., 2002; Gao, Wulfhekel, and Kirschner,
2008), even for complex spin structures such as skyrmions
(Heinze et al., 2011).

b. Spectroscopic mode

It had been a long-standing issue how to disentangle
structural, electronic, and magnetic information in STM data.
The spectroscopy technique solves this problem because the
differential conductance dI=dV can be linked to the energy-
resolved LDOS of the sample [Eq. (11)]. In contrast to the
constant-current mode SP-STM, the spectroscopic mode offers
access to the energy-resolved spin-polarized LDOS [Eq. (19)].
If a sample surface has a highly spin-polarized electronic state
at the surface, a large magnetic signal in the differential
conductance dI=dV can be expected around an energy where
the state exists. By making use of highly spin-polarized surface
states, the spectroscopic mode SP-STM revealed magnetic
domain structures on various material surfaces in the area range

of subnanometer to a few hundred nanometers (Pratzer et al.,
2001; Ravlić et al., 2003; Yamasaki et al., 2003; Berbil-
Bautista et al., 2007). The great advantage of this mode is that
energy- and spin-resolved electronic structures can be obtained
and compared to results of spin-resolved photoemission
spectroscopy (PES) measurements and ab initio spin-resolved
band structure calculations. Combined studies of these com-
plementary techniques contributed to the progress in surface
nanomagnetism. A unique aspect of SP-STS is that it allows
one to obtain spatially resolved maps with subnanometer
resolution of spin-dependent electronic properties such as
the TMR [see Eq. (31)] and the asymmetry of the differential
conductance, as defined in Eq. (20). To this end, at each image
pixel of the scan range, a complete spectroscopy curve of the
tunneling current IðVÞ and the differential conductance
dI=dVðVÞ is recorded for states of P and AP magnetization
orientation between the tip and sample. These measurements
are time intensive. A typical 200 × 200 pixel map with the
spectroscopic data over 200 voltage points of one magnetiza-
tion state takes a data collection time of roughly 20 h. These
spectroscopy maps are obtained by the following sequence of
steps: First the tip is stabilized at Istab and Vstab, which is
normally set to jVj ≥ 0.5 V. The feedback loop, which
controls the tip-sample distance to keep the tunneling current
constant, is opened. Then the gap voltage is swept, and
simultaneously the tunneling current and the differential
conductance dI=dV are measured. The differential conduct-
ance dI=dV is recorded by adding an ac modulation signal
Vmod to the sample-bias voltage and detecting the resulting
modulation of the tunneling current with a lock-in amplifier.
The feedback loop is closed again, and the tip moves to the
next image point, where this process is repeated. The spec-
troscopy data characterize IðVÞ and dI=dVðVÞ at a single
point. These measurements can be performed at each image
pixel position, resulting in a complete map of the spectroscopic
properties. Examples are Figs. 12(b) and 12(c) for the
discussion of spin polarization and Figs. 31(b) and 31(c) for
the discussion of TMR, both on a single nanostructure with
spatial resolution in the subnanometer range.

c. Differential magnetic mode

The dependence of the tunneling current on the relative
magnetization orientation between tip and sample [Eq. (16)]
opens the way to exploit a magnetization modulation of the tip
to disentangle topographic and magnetic information in SP-
STM. The concept of this operational mode was proposed by
Johnson and Clarke (1990). Wulfhekel and Kirschner (1999)
successfully observed magnetic domain structures of Co
(0001) using this technique for the first time. The idea is to
modulate the magnetization direction of a magnetically soft
tip by passing an ac current through a miniature coil,
surrounding the tip. The frequency of the ac current is chosen
above the bandwidth of the feedback loop of the STM. A lock-
in technique is used to detect the magnetic information from
the ac component of the tunneling current, whereas the dc
component reflects the topographic information. Needlelike
tips (Wulfhekel and Kirschner, 1999) and disklike tips
(Schlickum, Wulfhekel, and Kirschner, 2003) were success-
fully used to probe out-of-plane and in-plane magnetization
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components, respectively. The drawback of this approach is
that it cannot be used in external magnetic fields, which would
be high enough to pin the magnetization direction of the soft
magnetic tip. But the method has shown its potential in
identifying noncollinear spin structures (Gao et al., 2007) and
inverted spin polarization near O atoms on Fe(001) (Tange
et al., 2010).

E. SP-STM in magnetic fields: A tool to study spin polarization

1. Experimental setup

In this section, we describe our experimental setup as an
example of low-temperature STM systems for the investiga-
tion of spin-dependent phenomena at surfaces. Figure 3(a)
shows a schematic drawing of the system, which is composed
of three chambers separated by gate valves, the STM chamber,
the preparation chamber, and the load-lock chamber. The
STM chamber incorporates a cryostat, which contains two
concentric tanks.2 The outer tank holds liquid N2 and the inner
tank liquid He. The cryostat is equipped with a superconduct-
ing split coil magnet, which produces a magnetic field of up to
8 T, perpendicular to the sample surface. The STM head
[Fig. 3(b)] is mechanically decoupled from the ultrahigh-
vacuum (UHV) chambers by a spring suspension within the
UHV system. Its movements are damped by eddy current
damping, which works also in the presence of a strong
external field of up to 8 T. The complete UHV system is
supported by four air-damping legs to decouple the UHV
system mechanically from the laboratory floor. The complete
system is surrounded by a sound proof cabin to minimize
acoustic noise influence. The lowest temperature of the STM
is 7–8 K, as checked by calibrated Cernox sensors3 in
proximity to the sample in the STM head. The preparation
chamber is equipped with an ion gun, a sample and tip heating
stage, and evaporators. This allows one to prepare the sample
and tip under UHV conditions. The sample and tip [Figs. 3(d)
and 3(c)] can be transferred from the preparation chamber to
the STM chamber under UHV conditions with a magnetically
coupled transfer tube and manipulated by wobble sticks.4

Sample and tip preparation under UHV conditions is mandatory
for reliable and reproducible experiments under well-defined
conditions. The load-lock chamber allows fast introduction
and removal of sample and tip into and out of the system
without breaking the vacuum of the preparation chamber
within some 2 h after loading. Further details of the system are
described by Wedekind (2010) and Sander et al. (2013). Other
low-temperature STM systems with magnetic field are
described by Pietzsch et al. (2000), Wiebe et al. (2004),
and Zhang et al. (2011).

2. Characterization and control of magnetic SP-STM tips

A magnetic characterization of the tip is decisive for a
reliable interpretation of SP-STM data. Rodary et al. (2009)
demonstrated a characterization of the magnetic configuration

of SP-STM tips based on measurements in magnetic fields.
Figures 4 and 5 show examples of the tip characterization. The
STM image in Fig. 4(a) shows Co islands on Cu(111), which
were prepared by a deposition of Co [∼0.4 monolayers (ML)]
onto a clean Cu(111) surface at room temperature (RT). Co
atoms form islands with a triangular shape, 2 ML high, and
different sizes (de la Figuera et al., 1993). Figure 4(b) shows
two differential conductance dI=dV spectra measured on a Co
island A with a 40 ML Cr=40 ML Co=W tip for different
magnetic fields, 0.0 T and þ0.6 T. Both spectra were
measured at the center of the island to exclude the effect of
position-dependent electronic properties of Co islands on Cu
(111) on the dI=dV signal (Pietzsch et al., 2006; Rastei,
Heinrich et al., 2007). A characteristic feature of the dI=dV
spectrum is a peak around −0.3 V, which is ascribed to a Co
minority d state (Diekhöner et al., 2003). Applying a magnetic
field of þ0.6 T drastically changes the shape of the spectrum.
To understand the change of the spectra due to the magnetic

X-Y motor

sample

Z-motor/
scanner

tube

(b) (c)

(d)

tip

Cu(111)

flange

evaporator

cryostat

(a)

FIG. 3 (color online). Ultrahigh-vacuum system for low-
temperature STM in magnetic fields. The STM is cooled by
liquid N2 and liquid He in a bath cryostat. This allows for STM
measurements at 7 K in fields of up to 8 T. (a) Schematic drawing
of the system. Photos of the system can be found in Wedekind
(2010). (b) Head of the STM with tip and sample inserted.
(c) STM tip attached on a tip holder. (d) Cu(111) single crystal
mounted on a sample holder.

2Cryogenic SFM from Omicron NanoTechnology, www.omicron
.de, and 4He cryostat from Janis Research, http://www.janis.com/.

3http://www.lakeshore.com/Pages/Home.aspx.
4http://www.ferrovac.com/.
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field, the differential conductance signal at −0.58 V is plotted
as a function of the field in Fig. 4(c). The plot shows a clear
hysteretic behavior of the signal with respect to the field. It
reveals sharp signal changes at �0.5 and �1.3 T. Another
measurement of a dI=dV hysteresis loop was performed on the
smaller size Co island B [Fig. 4(c)]. The hysteresis loop of
island B shows abrupt signal changes at�0.5 and�0.8 T. Our
measurements identify four magnetic switching events. The
switching event at �0.5 T is identical for both measurements.
The easy magnetization direction of bilayer Co islands on Cu
(111) at low temperature is perpendicular to the surface, and
the switching field of the magnetization direction of the Co
islands strongly depends on the size of the islands (Pietzsch
et al., 2004; Rodary et al., 2008; Ouazi et al., 2012) Therefore,
the magnetic tip is characterized by a bistable out-of-plane
magnetization, which switches at �0.5 T. The signal changes
at �1.3 and �0.8 T are ascribed to the magnetization reversal
of islands A and B, respectively. This is schematically
indicated by the arrows MS and MT in Fig. 4(c).
Rodary et al. (2009) also demonstrated that the magnetic

configuration of an SP-STM tip and its response to a magnetic
field change for different tip apices, as shown in Fig. 5. The
macroscopic preparation of the tip is the same for tips ③ and ④
in Fig. 5, but the shape of the hysteresis loop is totally different

for the two tips. Tip ③ has a fixed magnetization direction of
the tip apex, which does not respond to the field, and gives a
magnetic signal at 0.0 T for an out-of-plane magnetized
sample. In contrast, tip ④ does not provide a magnetic contrast
at 0.0 T, and its magnetization direction changes with field
(Rodary et al., 2008). These examples indicate that field-
dependent measurements are required to characterize the
magnetic response of the tips reliably.
It is evident that the tip and its detailed apex configuration

are central for performing reliable spin-resolved spectroscopy
measurements (Phark et al., 2013). Recent experiments by
combined atomic force microscopy and STM offer a venue to
characterize tips and their apex configurations on the atomic
scale, and corresponding experiments would improve the tip
characterization considerably (Welker and Giessibl, 2012).
Field-dependent measurements are also required to reliably

identify parallel and antiparallel states between tip and sample
magnetizations. In Fig. 4(c), the magnetization directions of
the tip MT and the Co island MS are denoted by arrows. It is
possible to control the magnetic configuration of the island
with respect to the tip by applying a magnetic field to
manipulate the magnetization direction of either the tip or
the island. This is a necessary condition for studying the spin
polarization of the sample from measurements of P and AP
states, as discussed in Sec. IV.C.
The analysis of hysteresis curves of the differential con-

ductance gives access also to the magnetic switching field of
individual Co nanoislands, as discussed in greater detail by
Rodary et al. (2008), Wedekind et al. (2011), Ouazi et al.
(2012), and Sander et al. (2013). Thus, the magnetization
reversal has been studied in dependence on island size and
temperature. The analysis indicates that the reversal is
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FIG. 4 (color online). Differential conductance hysteresis loops
of Co islands on Cu(111) at 8 K. (a) Constant-current STM
image of Co islands on Cu(111) (VS ¼ −0.1 V, I ¼ 1.0 nA).
(b) Differential conductance (dI=dV) spectra measured at the
center of the Co island shown in (a) (dashed circle A) at different
external magnetic fields, B ¼ 0.0 T andþ0.6 T (Vstab ¼ þ0.5 V,
I ¼ 1.0 nA). The broken line indicates the bias voltage where the
corresponding dI=dV hysteresis loop of (c) was taken. (c) dI=dV
hysteresis loops at the center of the Co islands marked by the
dashed circles in (a) (V ¼ −0.58 V). The colors correspond to
upward and downward sweeps of the magnetic field, respectively.
The dashed line presents a dI=dV hysteresis loop of the smaller
Co island marked by the dashed circle B in (a). The dots
correspond to measurement conditions of the dI=dV spectra in
(b), the markers identify the measurement conditions of the dI=dV
images shown in Fig. 12 corresponding to P and AP states.
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FIG. 5 (color online). Magnetic hysteresis loops measured with
different tips. The thin black arrows show the sequence of data
acquisition while sweeping the magnetic field. The shorter,
thicker arrows represent schematically the magnetization direc-
tions of tip and sample, respectively. For loop ③, a fixed
magnetization direction is found. However, its direction cannot
be determined (up or down), and the two possibilities are shown.
Adapted from Rodary et al., 2009.
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thermally assisted, and the magnetic anisotropy and the
reversal mode can be derived from a quantitative data analysis
(Ouazi et al., 2012; Sander et al., 2013). This review reveals
that spin-dependent electronic properties, such as the spin
polarization, vary on a nanometer scale within a single Co
nanoisland. It is suspected that structural and electronic
relaxations near the island rim are important aspects which
drive this nonhomogeneous electronic structure. Presently, no
comprehensive insight has been reached into the spatial
variation of spin-dependent electronic properties on magnet-
ism on the nanoscale. Further combined efforts by experiment
and theory are called for to advance the understanding on the
electronic level, where relevant properties vary on the nano-
meter scale (Ouazi et al., 2012; Sander et al., 2013).

III. CONFINEMENT OF SURFACE-STATE ELECTRONS

A. Origin of two-dimensional surface states

A crystal surface breaks the translational symmetry of the
crystal structure of an infinitely extended bulk crystal. Tamm
(1932) was the first to find that new electronic states appear at
surfaces in energy gaps of projected bulk bands due to the
translational symmetry breaking at solid surfaces. He referred
to the new electronic states appearing at surfaces as “surface
states.” Shockley (1939) gave for the first time physical insight
into how surface states emerge from atomic orbitals as a crystal
is formed by changing the lattice constant of the crystal.
Shockley (1939) demonstrated that surface states appear in the
gap due to a crossing of electronic bands.5 He also pointed out
that such surface states form surface-state bands at surfaces.
The surface-state band is characterized by the bulk band from
which it originates. A surface state having its origin in a d bulk
band makes a nondispersive electronic band in the surface
Brillouin zone and is essentially localized on surface atoms. In
contrast, a surface state originating from an s-p bulk band
consists of nearly free s-p electrons and forms a laterally
extended two-dimensional electronic band at the surface.
Because of inherent surface sensitivity of the tunneling process
in STM, we dominantly probe states localized in the surface
layer. But also bulk states may contribute to the conductance,
as discussed in Sec. III.D. For a detailed discussion of the
theory of surface states and the historical development in both
theory and experiment, see Davison and Stęślicka (1992) and
textbooks on surface science (Zangwill, 1988).

B. Probing electronic surface states experimentally by STM

STM and STS are sensitive to the electronic LDOS at the tip
position as discussed in Sec. II.B. On a real surface there are
always steps, point defects, dislocations, and adsorbates. Also
the structure of a surface can bemodified on the nanometer scale
by STM. An indentation of an STM tip into a single-crystal
surface can artificially create long and straight step edges and
nanostructures separated by those step edges (Jeandupeux et al.,

1999). These deviations from the ideal surface induce corre-
sponding spatial modulations of the LDOS.
Figure 6(a) shows an STM image of a Cu(111) surface with

a straight step edge, which was created by indentation of the
STM tip on purpose. Since the image was acquired at a gap
voltage of þ0.02 V, it reflects a map of the surface LDOS
around EF. Spatial oscillations of the surface LDOS are
clearly seen on the upper terrace near the step edge and extend
beyond the scanning area. Note that the terrace extends for
more than 100 nm from the step edge. Crommie, Lutz, and
Eigler (1993b) observed for the first time spatial oscillations
of the surface LDOS on a Cu(111) surface at 4 K using STM.
Hasegawa and Avouris (1993) also found similar oscillations
of the surface LDOS on a Au(111) surface at room temper-
ature. The spatial oscillations of the surface LDOS were
interpreted in terms of scattering of surface-state electrons off
the step edges.
On noble metal (111) surfaces, Shockley surface states

appear in a gap of projected bulk bands along the Γ-L
line. Electrons of the surface states are localized near the
surface because their DOS decays exponentially both into
the vacuum and into the bulk. However, they behave like
free electrons parallel to the surface and form a two-
dimensional electron gas. Thus the dispersion relation
can be described approximately for the two-dimensional
surface-state band as

Eðk∥Þ ¼ E0 þ
ℏ2

2m� k
2
∥; ð22Þ

where E0 is the energy of the surface-state bottom, m� is the
effective mass of a surface-state electron, and k∥ is the wave
vector parallel to the surface. PES experimentally revealed
the existence of such surface states on noble metal (111)
surfaces (Gartland, Berge, and Slagsvold, 1973; Heimann,
Neddermeyer, and Roloff, 1977). Angle-resolved PES
(ARPES) demonstrated that the band structure of the surface
states can be described by Eq. (22) (Gartland and Slagsvold,
1975; Kevan, 1983; Goldmann, Dose, and Borstel, 1985;
Kevan and Gaylord, 1987; Reinert et al., 2001).
When a surface has a defect, electrons of the surface states are

expected to scatter off the defect. Electron waves incident to a
defect interfere with those reflected at the defect, forming
standing waves in the surface LDOS. The spatial oscillations
observed in Fig. 6(a) can be viewed as standing waves,
originating from quantum interference of electron waves of
surface states of the Cu(111).
As discussed in Sec. II.B, the tunneling current at a sample-

bias voltage of V reflects the surface LDOS integrated
between EF and EF þ eV, whereas the differential conduct-
ance dI=dV measured at a sample-bias voltage of V gives a
measure of the surface LDOS at EF þ eV. Thus, measuring
the differential conductance dI=dV and its spatial mapping is
more appropriate for exploring surface electronic properties in
detail, as compared to a spatial mapping of the tunneling
current in a constant-current STM image. A differential
conductance dI=dV map obtained on the same area of
Fig. 6(a) at þ0.02 V shows clear spatial oscillations of the
surface LDOS [Fig. 6(b)]. Based on the assumption that a step
edge acts as a hard wall potential barrier, which surface-state

5Zak (1984, 1985) showed that the existence of Shockley surface
states is determined by the symmetry of the electronic band only and,
thus, the band crossing is not always necessary for formation of
Shockley surface states.
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electrons cannot penetrate, the LDOS of the surface states
around the step edge is given by

LDOSðE; xÞ ¼ 2

π2

ffiffiffiffiffiffiffiffiffi
2m�

ℏ2E

r Z
k0

0

dk
sin2ðkxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ðk=k0Þ2

p ; ð23Þ

where E is the energy of an electron with respect to the
surface-state band bottom, x is the distance from the step edge,
and k0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�E=ℏ2

p
. An analytical solution of the integral in

Eq. (23) gives

LDOSðE; xÞ ¼ ½1 − J0ð2k0xÞ�L0; ð24Þ

where J0 is the zeroth-order Bessel function and L0 ¼ m�=πℏ2

is the LDOS of the surface states without any defect (Davis
et al., 1991; Crommie, Lutz, and Eigler, 1993b). Fitting
Eq. (24) to a line profile of the differential conductance
dI=dV map yields a wave vector representing the standing
waves at þ0.02 V [Fig. 6(c)]. The result for E ¼ þ0.02 eV is
k0 ¼ 2.14 nm−1. This procedure can be performed for data
obtained at different energies to get the dispersion relation
EðkÞ of the surface states, shown in Fig. 6(d). The dispersion
relation reveals that the wave vector continuously increases
with energy, approximately following a parabolic dependence.
This is expected for the two-dimensional surface-state elec-
trons from both theoretical and experimental results. The solid
line in Fig. 6(d) is a fit of Eq. (22) to the data points, yielding
E0 ¼ −0.44� 0.01 eV and m� ¼ 0.38me, where me is the
free-electron mass, which are in excellent agreement with the
values obtained from PES on Cu(111) (Kevan and Gaylord,

1987; Reinert et al., 2001). Limitations of this parabolic
dispersion model for larger energies (Bürgi, Petersen et al.,
2000; Ünal et al., 2011) are discussed next.
Figure 6(e) shows a dI=dV spectrum measured on a flat

terrace of a Cu(111) surface. A sharp increase of the differ-
ential conductance dI=dV signal at −0.44 V can be seen in the
spectrum. On a Cu(111) surface Crommie, Lutz, and Eigler
(1993b) found a sharp increase of the differential conductance
dI=dV signal at −0.45 V and explained this increase as
electrons tunneling from the occupied surface state of Cu
(111) into empty states of the tip. Therefore, such a sharp
increase of the dI=dV signal is recognized as the onset of the
two-dimensional surface-state band of the noble metal (111)
surfaces (Everson, Jaklevic, and Shen, 1990). The energy
where the sharp increase is measured by STM is in good
agreement with that of the surface-state band bottom E0

obtained with PES. Note that E0 is usually lower by some
5–10 meV in STS measurements than in PES measurements
because the electric field induced by the presence of an STM
tip affects the surface electronic structure, via the so-called
Stark effect (Becker, Golovchenko, and Swartzentruber, 1985;
Binnig et al., 1985; Limot et al., 2003; Kröger et al., 2004). It
was reported that E0 shifts downward in energy by a few meV
under tunneling conditions with a bias voltage of some
hundred mV and a tunneling current in the range of nA,
which reflect normal settings used for STM and STS mea-
surements (Limot et al., 2003; Kröger et al., 2004).
The spatial oscillation of the LDOS is also observed on the

lower terrace near a step edge. But the amplitude of
the oscillation is always smaller on the lower terrace than
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FIG. 6 (color online). Observation of standing waves near a step on Cu(111) by STM and STS. (a) A three-dimensional (3D) view
of a constant-current STM image of the step edge of Cu(111). I ¼ 1.0 nA, V ¼ þ0.02 V, 28 × 28 nm2. (b) Differential conductance
(dI=dV) map of the step edge simultaneously measured with the STM image in (a). (c) Line profile of the dI=dV map along the arrow in
(b), showing a spatial oscillation of the dI=dV signal. (d) Dispersion relation of electronic states forming standing waves in dI=dV maps
taken at different energies. The data points are extracted by a Fourier transform of the differential conductance map and a Bessel-
function fit [Eq. (24)] in (c). The data points are compared to a parabolic fit [Eq. (22)]. (e) dI=dV spectrum measured on Cu(111) in a
region of negligible spatial modulation.
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on the upper terrace, indicating different scattering properties
of steps for the upper and lower terraces near the step
(Crommie, Lutz, and Eigler, 1993b; Hasegawa and
Avouris, 1993). Crommie, Lutz, and Eigler (1993b) and
(Hasegawa and Avouris (1993) also clearly showed a damping
of the spatial oscillation of the LDOS away from step edges,
implying the loss of phase coherency of surface-state elec-
trons. A detailed analysis of the spatial oscillation of the
LDOS revealed not only the dispersion relation of two-
dimensional surface states, but also the reflection coefficient
of steps and the phase coherence length of surface-state
electrons (Bürgi et al., 1999; Jeandupeux et al., 1999;
Bürgi, Brune et al., 2000; Vitali et al., 2003).
A careful inspection of the data in Fig. 6(d) reveals that data

points for energies larger than þ0.3 eV deviate from the
parabolic behavior of Eq. (22) (solid line). Bürgi, Petersen
et al. (2000) accounted for the trend of the deviation from the
parabolic behavior by means of a simple tight-binding model.
Recently, a combined study of multiphoton PES with a
momentum microscopy (Krömker et al., 2008), STM, STS,
and first-principle calculations identified the deviation as a
consequence of the strong hybridization between the surface
states and bulk states with increasing energy, as illustrated in
Fig. 7 (Ünal et al., 2011).

C. Examples of electron confinement involving
surface-state electrons

When electrons are confined to structures with size com-
parable to the de Broglie wavelengh, i.e., lateral dimensions in
the nanometer range, quantum-size effects become obvious
and are observed in STM studies.

1. Stripes

The simplest example of electron confinement is a stripe
structure separated by two straight and parallel steps. Avouris
and Lyo (1994) reported for the first time electron confine-
ment in a narrow Au(111) terrace with a 36 Å width separated
by monatomic steps at room temperature. Their results nicely
demonstrated that surface-state electrons are confined to the
terrace along the terrace width, and this results in the
quantization of the wave vector of the electrons. We explain
the effect in the following for a monatomic high stripe on
Cu(111).
Figure 8(a) shows an STM image of a stripe structure,

created on a Cu(111) surface by tip indentation. All mea-
surements were performed at 7 K. The stripe has a monatomic
height of 0.2 nm, and a width of 8.9 nm, corresponding to 40
atomic rows. It runs along the Cu½11̄0� direction, and the stripe
edges correspond to f100g facets. Spatial oscillations are
clearly observed in a dI=dV image of the stripe, and they are
ascribed to modulations of the LDOS. The pronounced spatial
oscillation is the signature of electron confinement. To
investigate the electronic structure within the stripe in detail,
the differential conductance signal is plotted as functions of
the position perpendicular to the steps (the x axis) and of the
energy (the y axis) in Fig. 8(b). There is no clear spatial
modulation of the LDOS below −0.45 eV.

This reflects the energy position of the surface-state band
bottom. A spatial modulation of the LDOS appears first at
−0.45 eV and has a peak at the center of the stripe. The
modulation evolves and shows more structures as the energy
increases. It changes into a pattern with two maxima around
−0.39 eV, and then into a pattern with three maxima around
−0.32 eV. In contrast to the case of standingwaves at a step edge
discussed previously, the spatial modulation of the LDOS does
not change continuously, but discretely with energy. This is a
characteristic of quantumelectron confinement. The confinement
can be described by a one-dimensional particle-in-a-box model.
Figures 8(c) and 8(d) schematically explain the model. We

approximate the confinement in the Cu stripe by a one-
dimensional particle-in-a-box model with infinitely high
potential barriers. Although this is a crude model, it reflects
important aspects of the experiment well. We note that the
applied free-electron model with parabolic dispersion cannot
describe the experimental results properly at higher energies, as
discussed previously. When a free electron is confined to an
infinite potential quantumwell, the wavelength of the electron,
λ, is restricted to specific values because the wave function of
the electron, ψ , must vanish at the infinite potential walls,

d ¼ λ

2
n ¼ π

k
n; ð25Þ

where n are positive integers and d is the width of the quantum
well. Our quantitative analysis shows that the confinement
lengthd reflects thewidth of the stripe at half height, as deduced
from a line scan in a constant-current STM image [Fig. 8(a)].
This restriction of the electron wavelength leads to discrete
energy levels, and we get from the dispersion relation of a free
electron Eq. (22),

E ¼ E0 þ
ℏ2

2m� k
2 ¼ E0 þ

π2ℏ2

2m�d2
n2: ð26Þ

FIG. 7 (color online). Dispersion of the surface state of Cu(111)
in the bulk band gap obtained by multiphoton photoemission
(mPPE), Fourier transform (FT) STS, and theory along the ΓM
direction. The solid lines display the calculated dispersion of the
surface state and the bulk band edge. The experimental results are
compared to the model of a quasi-free-electron-like parabolic
dispersion (dashed curve). A deviation from the parabolic
dispersion is apparent at higher energies above þ0.1 eV. From
Ünal et al., 2011.
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The wave functions for n ¼ 1–5 are schematically sketched in
Fig. 8(d). The energy positions of the states reflect the discrete
energy levels of Eq. (26).
The differential conductance signal measured by STM is

related to the LDOS of the sample [Eq. (11)], and the LDOS of
the sample scales with the probability density jψ j2 [Eq. (6)].
Therefore, the probability densities corresponding to the n ¼
1–5 wave functions are also depicted in Fig. 8(c). The
probability density is not constant within the quantum well
but spatially modulated. The n ¼ 1 state has a peak in the
middle of the quantum well and the n ¼ 2 state has two peaks.
Higher (nth) states havemore peaks (n peaks) in the probability
density within the quantum well. This behavior is identical to
the experimental result in Fig. 8(b). Thus the surface-state
electrons within the stripe structure can be approximated by a
free electron in an infinite potential quantum well.
To extract the wave vector k responsible for the modulation

of the LDOS, a Fourier transform (FT) of the differential
conductance image within the stripe structure is performed.6

Figure 8(e) shows a map of FT power spectrum obtained from
an image taken at −0.3 V. The FT map clearly indicates the
wave vector producing the spatial modulation of the LDOS.
The same procedure is repeated for every image as a function
of energy, and the dispersion relation EðkÞ is obtained
[Fig. 8(f)]. The data points reflect discrete k values. This is
in contrast to the dispersion relation obtained at a step edge
[Fig. 6(d)], which shows a continuous change of the wave
vector with energy. The continuous line in Fig. 8(f) is a fitting
of a parabola [Eq. (22)] to the data points of energies smaller
than þ0.1 eV. A deviation from the parabolic dispersion,
indicative of free electron behavior, is apparent and the
reasons for this deviation have been discussed in view of
hybridization with bulk states above. The parabola fit gives
m� ¼ 0.40me and E0 ¼ −0.43 eV, in good agreement with
the values obtained from PES on Cu(111) (Kevan and
Gaylord, 1987; Reinert et al., 2001) and obtained from
STM measurements at a step edge on Cu(111) (see
Sec. III.B). The inset of Fig. 8(f) shows wave vectors as a
function of the quantum number n revealing a clear quantiza-
tion of the wave vector. The slope of the linear fit to the data
points yields a width of the “quantum well” d ¼ 8.2 nm. This

value is in good agreement with a width at half height of the
stripe extracted from STM measurements, 8.9 nm, in view of
tip-convolution effects (Kröger et al., 2005) and possible
variations of the electronic structure of the stripe in proximity
to its edge (Wedekind, 2010).
Following Eq. (26), the linewidth of the discrete energy

levels should be infinitely sharp. However, the experimental
results above reveal a rather broad linewidth. This can be seen
in Fig. 8(b), for example, the n ¼ 4 state exists in an energy
range from −0.11 to −0.23 eV. This broadening is ascribed to
the fact that the surface-state electrons form a two-dimensional
gas, and in the direction parallel to the steps the electrons are
not confined but can move freely (Avouris and Lyo, 1994). The
wave vector for movement perpendicular to the steps kx is
quantized, as discussed previously. However, the wave vector
parallel to the steps ky can change continuously with energy.
Therefore, specific wave vectors perpendicular to the steps can
be obtained over a wider energy range because the following is
always fulfilled for E ≥ En:

kxn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2∥ − k2y

q
; ð27Þ

where En is the nth discrete energy level and kxn is the nth
wave vector, both of which result from the confinement effect
in the direction perpendicular to the steps. However, the
density of states of the system follows a 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E − En

p
decay.

Thus, clear discrete states are observed in the STM and STS
measurements of the stripe structure, but these states are
broadened in energy. This is analogous to the behavior of
free electrons confined to a quantum nanowire (Davies, 1997).

2. Stepped surfaces

If a single crystal of copper is cut at a small angle with
respect to the (111) surface plane, its surface consists of (111)
terraces periodically separated by monatomic steps, a situation
known as a vicinal or stepped surface. The terrace width is
determined by the miscut angle; for example, a miscut angle
of 5.7° along an azimuth of ½1̄ 1̄ 2� to the (111) plane of Cu,
which corresponds to a Cu(554) surface, leads to a terrace
width of 21 Å or nine atomic rows. This type of surface brings
an additional periodicity in the direction perpendicular to the
step array to crystal surfaces.
Two-dimensional surface-state electrons can still move

freely in the direction parallel to steps but their behavior in
the direction perpendicular to steps changes due to the step
array. We saw previously that a single stripe structure
separated by two parallel and straight steps confines sur-
face-state electrons, and the dispersion relation of the surface
state is not continuous but quantized, where atomic steps act
as potential walls (Avouris and Lyo, 1994; Bürgi et al., 1998).
However, PES measurements on stepped Cu surfaces dem-
onstrated that the dispersion relation perpendicular to steps
shows a continuous parabolic curve and its umklapp replica in
the surface Brillouin zone, which is defined by the periodicity
of the step array. This indicates that atomic steps on stepped
surfaces behave like a transparent potential, leading to a
coherent coupling of the two-dimensional surface state
between terraces and the formation of Bloch states.
Furthermore, PES revealed that the character of the surface

6This is the so-called FT-STM method. Sprunger et al. (1997)
developed this method and applied it for the first time for Be(0001)
surfaces. They performed a two-dimensional FT of a constant-current
STM image at þ4 mV, and obtained a Fermi contour of a Be(0001)
surface state in the power spectrum of the two-dimensional FT. This
method was applied also for Au(111) and Cu(111) (Petersen,
Laitenberger et al., 1998; Petersen, Sprunger et al., 1998), which
is briefly reviewed in Sec. III.D. In these pioneering papers, a FTwas
performed for constant-current STM images [see Petersen et al.
(2000) for a review]. Song et al. (2001) and Diekhöner et al. (2003)
performed a FT for differential conductance maps to investigate the
dispersion relation of surface states. Recently, FT-STM has been
frequently used for high-Tc superconductors to investigate the
pairing order parameter through the observation of quasiparticle
interferences (Hoffman et al., 2002; McElroy et al., 2003; Hanaguri
et al., 2010). The following reviews are devoted to STM and STS
studies on cuprates (Fischer et al., 2007) and Fe-based superconduc-
tors (Hoffman, 2011).
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state switches from confined states to propagating Bloch states
as the terrace width decreases (Ortega et al., 2000, 2002;
Baumberger et al., 2004). The critical terrace width was found
to be 16–17 Å for stepped Cu(111) surfaces (Ortega et al.,
2000; Baumberger et al., 2004). This crossover was inter-
preted by considering an overlap of the surface state with
projected bulk states. With decreasing terrace width or
increasing miscut angle, the bulk projected band gap at Γ̄
shrinks and the overlap between the surface state and
projected bulk states increases. When the gap of the bulk
bands vanishes the surface state turns into a resonance state.
Whereas the surface state within the gap experiences atomic
steps as a strong barrier potential and is confined to a terrace
by steps, the resonance state sees the step as a low effective
potential, and electrons can propagate across a step and
form Bloch states. Indeed, the analysis of data with a
Kronig-Penney model indicates that the step barrier strength

is reduced as the terrace width becomes smaller (Ortega et al.,
2005). Ignatiev et al. (2007) performed ab initio calculations
of surface states on stepped Cu(111) surfaces and found an
indication of the coupling between surface and bulk states.
Hansmann et al. (2003) performed STM and STS mea-

surements on stepped Cu surfaces, Cu(554) surfaces, and
found the following: (1) The surface-state band bottom shifts
upward in energy. The value of this energy shift does not
depend on the local terrace width. (2) A broad but clear peak
appears in the differential conductance and its energy position
changes with the local terrace width. The first finding was
ascribed to formation of Bloch states and the second one to
surface states confined to a terrace by steps. Interestingly, the
two features were observed even on the same terrace,
revealing the coexistence of the Bloch and confined states.
They pointed out that the lowest quantized state is at the Fermi
energy for stepped Cu(111) surfaces with a terrace width of
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FIG. 8 (color online). Electron confinement for a monatomic-high stripe structure on Cu(111). (a) A 3D view of an STM image of the
Cu stripe. Scan size: 15 × 15 nm2. (b) Differential conductance as a function of the energy and the position in the Cu stripe. The dashed
lines show the edges of the stripe of (a). Schematics of a “particle-in-a-box” model for (c) the probability density jψ j2 and (d) the wave
function ψ . The arrows indicate the mode assignment ni for the different energies shown in (b). (e) Fourier transform map of the wave
pattern taken at −0.3 V. (f) Dispersion relation of the electronic states, where the wave vector k has been extracted from the Fourier
analysis. The continuous line is a parabolic function with m� ¼ 0.40me and E0 ¼ −0.43 eV. Note that only discrete k values are
observed, which obey the quantization rule kn ¼ nπ=d. The inset shows the kn vs n relation. A linear fit k ¼ nπ=d indicates d ¼ 8.2 nm.
Adapted from Wedekind, 2010.
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17 Å, where the crossover between the two characters of
electronic states, Bloch versus surface states, was found. This
means that for surfaces with a terrace width narrower than this
critical value of 17 Å, there is no confined state below the
Fermi level. This might be a reason why PES measurements
did not show any feature of confined states for surfaces with
narrower terrace widths. Very recently Ortega et al. (2013)
found by PES that Bloch states still exist on stepped Ag(111)
and Au(111) surfaces with a terrace width larger than 100 Å.
Therefore, it was concluded that there is no clear transition of
surface-state characters. The question as to why both Bloch
and confined states can coexist or why atomic steps act
differently for the two states still remains to be solved.

3. Islands and vacancy islands

The morphology of metal deposits on a substrate can be
tuned by the selection of the proper growth parameters such as
temperature and rate of deposition to produce well-ordered
low-dimensional nanostructures (Brune, 1998; Michely and
Krug, 2004). These nanostructures serve as model systems for
electron confinement, and examples include hexagonal Ag
(111) islands on polycrystalline silver (Avouris and Lyo,
1994; Avouris et al., 1994). They observed a standing wave
pattern in a map of the differential conductance obtained on an
island at an energy of ∼110 meV above the bottom of the Ag
(111) surface state. By modeling the hexagonal island as a
two-dimensional circular box, they found that the observed
standing wave pattern can be described as a superposition of
two eigenstates, which result from confinement of surface-
state electrons to the island boundary (Avouris and Lyo, 1994;
Avouris et al., 1994). However, the evolution of the standing
wave pattern with energy was not investigated.
A more systematic study of electron confinement to nano-

islands was performed on hexagonal Ag islands on Ag(111)
using low-temperature STM (Li, Schneider, Berndt, and
Crampin, 1998; Li et al., 1999). It was demonstrated that
the standing wave pattern observed on a Ag island changes
with energy, starting with a single peak at the center of the
island and changing into multiple hexagonal-shaped rings.
Calculated LDOS maps of electronic states confined to a
hexagonal potential well show qualitative agreement with
experiments. It was found that the experimentally observed
standing wave patterns do not correspond to individual
eigenstates, but reflect superpositions of some eigenstates
due to intrinsic and thermal broadening and small separations
of eigenstates in energy. The term “lossy” reflects the fact that
electrons might be scattered out of surface states into bulk
states.
The effects of electron energy, vacancy island size, step

reflectivity, and phase coherence length on the lifetime of
surface-state electrons have been examined on hexagonal and
triangular vacancy islands on a Ag(111) surface (Crampin,
Jensen et al., 2005; Jensen et al., 2005; Kröger et al., 2005).
Lossy scattering has been proposed as the dominant factor
limiting the surface-state lifetime.
A combined study of STM and STS and ab initio based

theory has been performed to investigate electron confinement
in hexagonal, monolayer-deep vacancy islands on Cu(111)
(Niebergall, Rodary et al., 2006). In the calculation, a

hexagonal vacancy island is modeled as a corral of Cu
adatoms on Cu(111). The size of the corral is the same size
d as the diameter of the vacancy island, as extracted from STM
topographic measurements (Fig. 9). The study reveals that
ab initio based theory can reliably reproduce the spatial
modulation of the LDOS, its size and energy dependence,
and the energy width of confined states measured by STM and
STS (Fig. 10). The theory did not include electron-electron
and electron-phonon interactions but it takes scattering of
surface-state electrons into bulk states into account. The good
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waves on the topographic image. The depression has a size of
d ¼ 7 nm. (c) A corral of Cu adatoms on Cu(111). The same size
d as the depression is used in the calculations to model the
vacancy island of (a). From Niebergall, Rodary et al., 2006.
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FIG. 10 (color online). Comparison of experimental maps of
differential conductance of a hexagonal vacancy island with
calculated LDOS maps of a corral structure. (Left column) dI=dV
images of the hexagonal vacancy island in Fig. 9(a) at the
indicated sample-bias voltage at 1 nA. The solid hexagon
indicates the vacancy island rim. (Center column) Calculated
LDOSmaps of the corral structure in Fig. 9(c) at various energies.
(Right column) Line scans passing through the center of the
vacancy island and the corral structure. Dotted line: experiment;
solid line: calculation. From Niebergall, Rodary et al., 2006.
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agreement between experiment and theory in the energy width
of confined states implies that the inelastic decay processes are
not the decisive factors that broaden the energy width of the
states on Cu(111) at 7 K.
Since this lossy scattering greatly contributes to the energy

width of confined states, the intrinsic energy width, which is
indicative of the intrinsic lifetime, is hidden. Tournier-Colletta
et al. (2010, 2011) performed STM and STS measurements on
Ag pyramidal nanostructures with a height of 4–5 ML. The
geometry of the pyramidal nanostructures reduces the scatter-
ing of surface-state electrons into bulk states and shows a large
reflection coefficient for the electrons. They found that the
electron-phonon coupling dominantly contributes to the
energy width of confined surface states around the Fermi
energy, which agrees with PES measurements (Eiguren et al.,
2002) and theory (Eiguren et al., 2003).
Rodary et al. (2007) exploited the FT to analyze standing

wave patterns in maps of the differential conductance mea-
sured on hexagonal vacancy islands on Cu(111). A corre-
sponding map of a hexagonal vacancy island obtained at
−0.16 V [Fig. 11(a)] clearly shows spatial modulation of the
LDOS. A FT of the spatial modulation inside the hexagonal
vacancy was performed. In a map of the FT [Fig. 11(b)], six
maxima, separated by 60° along the azimuthal direction, are
observed. These maxima correspond to wave vectors that form
the spatial modulation of the LDOS observed in Fig. 11(a).
This FT analysis was applied to differential conductance maps
of the same hexagonal vacancy for different energies. By
plotting the wave vectors as extracted from the FTanalysis as a
function of energy, they obtained the dispersion relation
[Fig. 11(c)]. The dispersion relation shows a discontinuous
change of the wave vector with energy as a consequence of the

electron confinement. Surprisingly, the discrete wave vectors
can be described by the one-dimensional quantization rule
kn ¼ nπ=d, where n is an integer and d is the vacancy
diameter at half depth, even for this two-dimensional system.
Figure 11(d) shows the result for two different vacancy islands
with sizes of 20.5 and 13.5 nm, which are extracted from STM
images. The slope of the curve, π=d, gives the vacancy size.
The curves in Fig. 11(d) give sizes of 20.1 and 12.8 nm,
respectively, in good agreement with the sizes from STM
measurements as defined as the diameter at half depth in
constant-current STM images. They concluded that electron
confinement can be properly ascribed to scattering off parallel
straight edges of the hexagonal vacancy island at a distance d.

D. Electron confinement without surface states

Up to this point we have seen quantum interference and
confinement effects of Shockley s-p surface states on noble
metal (111) surfaces. Here we point out that bulklike elec-
tronic states may also lead to electron confinement and
quantum interference.
Petersen, Laitenberger et al. (1998) reported quantum

interferences not only for surface-state electrons but also
for bulk electrons near step edges and point defects on Au
(111) and Cu(111). FT-STM images were extracted by
performing a two-dimensional FT of constant-current STM
images measured on Au(111) and Cu(111) around the Fermi
energy. The FT-STM images showed two concentric circles
around the Γ̄ point in k space of the surface Brillouin zone.
This implies that two electronic states with slightly different
wavevectors [kinner ¼ 0.166−1 andkouter ¼ 0.21−1 forAu(111)]
were involved in the formation of the standing waves.
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FIG. 11 (color online). Confinement of surface-state electrons by a 20 nm hexagonal vacancy island. (a) Differential conductance
(dI=dV) map of the hexagonal vacancy island of 20 nm size. (V ¼ −0.16 V, I ¼ 1.0 nA). (b) Map of the Fourier transform of the
dI=dV map in (b). (c) Dispersion relation obtained by the FT analysis of the dI=dV maps. (d) Quantization rule followed by the wave
vector k. The line is a fit using k ¼ nπ=d with d ¼ 20.1 nm. Adapted from Rodary et al., 2007.
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The analysis of the data revealed that the inner circle can be
ascribed to a Shockley surface state and the outer one to a bulk
state at the “neck” of the bulk Fermi surface. To see the role of
the surface and bulk states in the formation of standing waves
or the screening of defects, an inverse FT was performed for
modified FT-STM images in which either the inner or the
outer circle in the original FT-STM image was removed. A
comparison with the original STM images demonstrated that
bulk electrons do not have a significant contribution to the
formation of standing waves at step edges. Similar experi-
ments (Schouteden, Lievens, and Van Haesendonck, 2009)
revealed that both surface- and bulk-state electrons scatter off
the same (sub)surface point defects, and found in their
quantum interference patterns that bulk-state electrons decay
over a shorter distance than surface-state electrons. This
finding was interpreted by considering the dimensionality
of the states. In general, the amplitude of so-called Friedel
oscillations, which describe charge density variations (Friedel,
1958), decays on a shorter length scale in a three-dimensional
system than in a two-dimensional system.
Pascual et al. (2006) observed quantum confinement of

bulk electrons on Ag(110). Ag(110) surfaces have projected
bulk bands around Γ̄ and a band gap centered at the surface
Brillouin zone boundary at Ȳ. Two surface states exist in the
band gap: One is a surface state S2 at þ1.7 eV above the
Fermi energy at the Ȳ point, which disperses upward in energy
toward Γ̄. The other state S3 starts at −50 meV below the
Fermi energy at the Ȳ point, and it disperses upward in energy
toward Γ̄, but crosses the bulk band edge around þ200 meV
above the Fermi energy and turns into a bulk state. There is no
surface state, but only bulk states in the energy range between
þ200 meV and þ1.7 eV. They observed spatial oscillations
of the differential conductance exactly in this energy range.
Their density functional calculations revealed that the density
of bulk states near a surface is strongly enhanced at the band
edge of projected bulk bands due to band curvature in a three-
dimensional description of the band structure. Therefore, the
bulk band topology can be investigated by detecting and
analyzing quantum interference patterns formed by bulk
electrons. Indeed, a bulk band edge of the Au(111) surface
was observed (Didiot et al., 2010).
Another example of electron quantum interference without

(crystal-induced) surface states was given by Wahl et al.
(2003). Electrons brought to a metallic surface are bound
in a potential well formed by the Coulomb-like attractive
image potential and the repulsive surface potential, and
form hydrogenlike states, so-called image-potential states
(IPSs). Electrons of IPSs are localized at distinct distances
perpendicular to the surface, but can move freely parallel to
the surface. Wahl et al. (2003) observed for the first time
quantum interference of IPS electrons7 at step edges of Cu
(100). The analysis of quantum interference patterns obtained
at different energies yielded the dispersion relation of the
n ¼ 1 IPS, which was described by a parabola in a two-
dimensional free-electron model. They extracted the phase
coherence length of the IPS electrons as 75–85 Å (Crampin,
Kröger et al., 2005; Wahl et al., 2005). Quantum confinement

of IPS electrons to nanostructures was theoretically predicted
on a system of 1-ML-high Na nanoislands on Cu(111)
(Borisov et al., 2007), and then experimentally demonstrated
on Co islands on Au(111) (Schouteden and Van Haesendonck,
2009) and on Ag nanocrystals formed at Ag(111) surfaces
(Schouteden and Van Haesendonck, 2012). In the experimen-
tal studies, STS with a closed feedback loop (Binnig et al.,
1985) was utilized to access higher IPSs, which appear at very
high sample-bias voltages of 5–10 V.
In this section, we reviewed non-spin-polarized STM and

STS measurements on electron confinement in various nano-
structures. A detailed analysis of patterns of the spatial
modulations provides information on the dispersion relation
and the scattering properties of confined electrons. In the
following sections, we present the results of spin-polarized
STM and STS studies on confinement and scattering. It will be
shown that majority and minority electrons are affected
differently by confinement, and this leads to spatial modu-
lations of the spin polarization of the sample.

IV. SPIN-POLARIZED SURFACE STATES ON MAGNETIC
SUBSTRATES: THEORY AND EXPERIMENT

A. Experiments to extract the electron spin polarization

The spin-dependent analysis of electron confinement by
SP-STM offers a way to extract spin polarization with
subnanometer resolution on individual nanostructures (Oka
et al., 2010). Before we discuss these results, we briefly
review other techniques for extracting the electron spin
polarization.
The spin polarization of secondary electrons or photo-

electrons emitted from surfaces can be extracted by a Mott
detector (Gay and Dunning, 1992), by a low-energy electron
diffraction (LEED) detector (Kirschner and Feder, 1979;
Kirschner, 1985), or by a very-low-energy electron diffraction
(VLEED) detector (Tillmann, Thiel, and Kisker, 1989).
The Mott detector and the LEED detector exploit spin-

dependent scattering angles of incident electrons with respect
to the scattering plane due to spin-orbit interaction. In a Mott
detector, electrons are accelerated to an energy of 20–100 kV
toward a Au target. Electrons with different spins are back-
scattered into different directions. The number of electrons
scattered in a specific direction is counted by two channeltrons
mounted at þ60° and −60° off the target normal. The
difference of the electron counts N1 and N2 yields the
asymmetry AN ¼ ðN1 − N2Þ=ðN1 þ N2Þ. This asymmetry is
related to the spin polarization of incident electrons Pe
through the Sherman function S as AN ¼ SPe. The magnitude
of S is 0.1–0.4, which depends on the type of spin detector
(Okuda and Kimura, 2013). For the LEED detector, electrons
accelerated to 104.5 eV are diffracted by a W(001) single-
crystal surface. The difference of the diffracted intensity for
the (2,0) and (2̄,0) beams is analyzed to extract the asymmetry.
The VLEED detector uses the spin-dependent reflectivity of

incident electrons due to exchange-split band structures of the
target. Electrons are accelerated to an energy of 2–10 eV, and
they enter a target of Fe(001) (Tillmann, Thiel, and Kisker,
1989) or Feð001Þ-pð1 × 1Þ-O surface (Bertacco and Ciccacci,
1999; Bertacco, Onofrio, and Ciccacci, 1999). Both surfaces7Precisely, this is a Stark-shifted image-potential-derived state.
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have a band gap in unoccupied states. The reflectivity of
incident electrons is maximum at the center of the band gap in
energy and decreases on approaching the edges of the band
gap (Jaklevic and Davis, 1982). The energy position of the
band gap is different for majority and minority spins and
shifted due to the exchange split. Therefore, the reflectivity of
incident electrons is largely spin dependent at the bottom and
top of the band gap (Tillmann, Thiel, and Kisker, 1989). The
number of reflected electrons is measured for the target
magnetization in two opposite directions. A set of measure-
ments gives the asymmetry of the reflected electrons, and this
asymmetry is related to the spin polarization as discussed
previously.
By combining a spin detector with scanning electron

microscopy (SEM), which is known as spin-polarized SEM
(spin SEM) (Koike and Hayakawa, 1984) or SEM with
polarization analysis (SEMPA) (Unguris et al., 1986), we
can map the spatial distribution of the spin polarization of
material surfaces, which reflects magnetic domain structures
at the surface (Oepen and Kirschner, 1989; Unguris, Celotta,
and Pierce, 1991; Konoto et al., 2004; Oepen and Frömter,
2007). Recently, a spatial resolution of 3 nm was achieved
(Koike, 2013). The combination of PES with a spin detector
allows us to investigate spin-resolved electronic band struc-
tures, as demonstrated for Au(111) (Hoesch et al., 2004), Cu
(001) (Winkelmann et al., 2008), Bi1−xSbx (Hsieh et al., 2009;
Nishide et al., 2010), and Co films on Cu(001) (Chiang et al.,
2012), and reviewed by Dil (2009) and Okuda and
Kimura (2013).
The methods discussed so far give an integrated value of the

spin polarization averaged over a large surface area, which is
given by the electron beam size or the laser beam size. In
Sec. IV.C, we show that SP-STM can measure the spatial
variation of the spin polarization of the sample at the
subnanometer scale and also reveal its energy dependence.

B. Spin-polarized electron scattering on magnetic substrates
and films

The existence of a Shockley surface state in a gap of
projected bulk bands along the Γ-L line is common to the
(111) surfaces of the noble metals, Cu, Ag, and Au. Since the
existence of such a bulk band gap is a common feature of face-
centered-cubic (111) crystals, a Ni(111) surface is also
expected to exhibit a Shockley surface state. In addition,
surface states on a Ni(111) surface are anticipated to be spin
polarized due to the ferromagnetism of Ni. Therefore, Ni(111)
surfaces have been intensively investigated using PES
(Himpsel and Eastman, 1978; Donath, Passek, and Dose,
1993; Kutzner et al., 1997; Okuda et al., 2009) and in theory
(Braun and Donath, 2002; Magaud et al., 2004; Ohwaki et al.,
2006). It was revealed that Ni(111) surfaces indeed have spin-
polarized surface states. Spin-split Shockley surface states
dispersing upward in energy were found (Donath, Passek, and
Dose, 1993). The spin-split surface states have an exchange
splitting of 50–100 meV and a band bottom for the majority-
spin electron around the Fermi energy at Γ̄ (Donath, Passek,
and Dose, 1993; Okuda et al., 2009). Thus, spin-dependent
electron scattering phenomena might be investigated on Ni
(111) surfaces.

Pons et al. (2003) performed STM and STS measurements
on Ni(111) surfaces and observed spatial modulation in maps
of the differential conductance on Ni(111). They ascribed this
to the LDOS modulations due to the formation of standing
waves of the spin-split Shockley surface states. Unfortunately,
they did not resolve the spin splitting of the surface states.
Braun and Rieder (2008) observed standing waves at two
different locations on Ni(111) surfaces: (1) at a step edge, and
(2) around impurities on a flat terrace. The analysis of their
data revealed two branches in the dispersion relation. The two
branches disperse upward in energy with the same curvature
(effective mass 0.17me), but start at different energies, −165
and −225 meV. Interestingly, data at a step edge lead to the
lower branch of dispersion, and data around impurities on a
terrace form the upper branch. Braun and Rieder (2008)
interpreted the two branches in the dispersion relation as a
spin-split Shockley surface state, the lower branch as a
majority-spin band and the upper one as a minority-spin
band. This splitting of 60 meV is in good agreement with
values for the exchange splitting energy extracted from PES
measurements (Donath, Passek, and Dose, 1993; Okuda et al.,
2009). They proposed that due to spin-dependent scattering at
step edges, only one component of spin states was resolved at
step edges. Nishimura et al. (2009) also performed STM and
STS measurements on Ni(111) surfaces and obtained just one
branch dispersing upward in the dispersion relation, which has
an effective mass of 0.19me and a band bottom energy of
−135 meV. They remarked that the electrostatic potential
drops near step edges (Ono et al., 2006), which leads to a
downward shift of electronic structures in energy and might be
a cause of the observed splitting of the Shockley surface-state
band. SP-STM would give a clear-cut picture for the above
discussion, but up to now there has been no report on spin-
resolved electronic structures of the Ni(111) surface by
SP-STM.
von Bergmann et al. (2004) performed SP-STM measure-

ments on a system of oxygen atoms adsorbed on double-layer
Fe films on W(110) and investigated spin-resolved electronic
properties around single oxygen atoms. Differential conduct-
ance maps revealed that the LDOS around oxygen atoms is
spatially modulated with highly anisotropic patterns. This
anisotropy differs from observations on noble metal (111)
surfaces, where a spatial modulation with circular patterns is
observed (Crommie, Lutz, and Eigler, 1993b). SP-STM and
STS revealed that electronic states involved in the LDOS
modulation are highly spin polarized. A comparison of
experimental data with ab initio spin-resolved band structure
calculations demonstrated that minority-spin d states are
responsible for the observed LDOS modulation and the
anisotropic modulation patterns are ascribed to anisotropic
band structures of the double-layer bcc Fe(110) surfaces on W
(110) where the band structure in the Γ̄ H̄ direction differs
from that in the Γ̄ N̄ direction.
These examples show that specific aspects of spin-split

electron states in magnetic systems lead to novel phenomena
which are absent for confinement and quantum interference in
nonmagnetic systems. Spin-split electronic bands of majority-
and minority-spin character need to be considered, and the
anisotropy of the involved wave functions may induce
spatially anisotropic modulation patterns in the differential
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conductance. We show that mainly majority-spin electrons
contribute to the spatially modulated LDOS due to spin-
dependent electron confinement on Co islands on Cu(111), as
discussed next.

C. Spin-polarized quantum confinement on a magnetic
nanostructure

To study spin-dependent electron confinement, we focus on
bilayer-high Co islands on Cu(111). Previous theoretical
studies predicted that spin-polarized two-dimensional surface
states exist on bilayer-high Co islands on Cu(111). They
originate from s-p surface-state bands with majority-spin
character (Diekhöner et al., 2003; Niebergall, Stepanyuk
et al., 2006). In addition, there are d-related minority states,
which lead to a peak in the differential conductance near
−0.3 V (Diekhöner et al., 2003). Figure 12(a) shows an STM
image of a single Co island on Cu(111). It is two atomic layers
high and its base length is 12 nm. Such an island contains
3900 atoms. As discussed in Sec. II.E.2, the identification of
the magnetic configuration of the tip with respect to the island
(see Fig. 4) is required to link the asymmetry of the differential
conductance to the spin polarization of the island [Eqs. (20)
and (21)].
Two maps of the differential conductance on the Co island

were recorded, one in the AP magnetic configuration, and the
other in the P configuration. To evaluate the spin polarization,
the asymmetry of the differential conductance signal, defined
as Eq. (20), was calculated. Figures 13(b)–13(e) show
asymmetry (AdI=dV ) maps for different energies. The asym-
metry AdI=dV maps all reveal that the asymmetry AdI=dV is
highly position dependent within the Co island.8 A spatial
modulation of the asymmetry AdI=dV can be clearly seen in the
center region. The modulation pattern changes with energy
and the sign of AdI=dV surprisingly also changes with energy.
The spatial modulations of the asymmetry AdI=dV can be

interpreted by considering the spin dependence of electron
confinement. The quantum confinement hardly influences
energetically localized electronic states (d states) but mainly
affects energetically dispersive states (s-p states) (Niebergall,
Stepanyuk et al., 2006). The majority s-p surface state is thus
predominantly affected by electron confinement as compared
to the minority d states (Niebergall, Stepanyuk et al., 2006).
Therefore, the spatial modulation of the asymmetry AdI=dV is
ascribed to electron confinement of the majority s-p surface
state. The wavelength of electrons of the majority s-p surface
state becomes shorter with increasing energy, as described by
the dispersion relation (Diekhöner et al., 2003; Pietzsch et al.,
2006), leading to a change of spatial periodicity in the
modulation pattern of the asymmetry AdI=dV maps. Note that
the modulation length is not due to atomic corrugation, but
much larger, ≥ 1.5 nm. This is a factor of 6 larger than the
distance between nearest-neighbor Co atoms, 0.25 nm.

The change of contrast of the asymmetry is interpreted by
consideration of the energy dependence of the LDOS
for majority-spin (n↑) and minority-spin (n↓) electrons.
Figure 13(a) shows a plot of the calculated spin-resolved
LDOS above a bilayer Co film on Cu(111) as a function of
energy. The plot reveals that the dominant spin character is
highly energy dependent. The spin polarization on the island,
which is defined as

PCoðeVÞ ¼
n↑ðeVÞ − n↓ðeVÞ
n↑ðeVÞ þ n↓ðeVÞ

; ð28Þ

is positive in an energy range where the DOS of the majority-
spin electron is dominant [Fig. 13(c)], and it is negative where
that of the minority-spin electron is dominant [Figs. 13(b) and
13(e)]. Where the DOSs of majority- and minority-spin
electrons are comparable, the spin polarization changes
around zero [Fig. 13(d)]. This interpretation is fully supported
by ab initio calculations of spin-polarization maps on the Co
island [Figs. 13(f)–13(i)]. The overall agreement in the
modulation pattern of the central region of the island at
different energies identifies the dominant role of the energy-
dependent spin-resolved DOS for change of contrast. The
spatial variation of the spin polarization influences also the
tunnel magnetoresistance, where it leads to a pronounced
spatial oscillation (Oka et al., 2011). This is reviewed
in Sec. VI.
A detailed analysis of the spatial and energy dependence of

the asymmetry AdI=dV reveals good agreement between the
experimental data and the calculated spin polarization.
Figure 14 shows two line profiles taken on the asymmetry
AdI=dV map and on the spin-polarization map along the yellow
arrows in Figs. 13(c) and 13(g). The spin polarization of the
tip can be considered as constant, and the asymmetry AdI=dV is
proportional to the spin polarization on the sample, i.e.,
AdI=dV ¼ −ðconst ×PTÞPS. The line profiles show very sim-
ilar structures, implying that the spin polarization of the tip
should be negative due to the minus sign in front of the term of
ðconst × PTÞPS. The line profiles reveal a difference in scale
by a factor of 10, which is ascribed to the constant spin
polarization of the tip. We estimate that the spin polarization
of this tip is −10% around the Fermi energy. The overall
agreement between the two line profiles demonstrates that the

0 2 4 6 8 10 12 14 16
0.0

0.2

0.4

0.6
(a) (b)

FIG. 12 (color online). Co islands on Cu(111). (a) Constant-
current STM image of a triangular Co island on Cu(111).
VS ¼ −0.1 V, I ¼ 1.0 nA. (b) Line profile along the arrow in
the STM image. The Co island is two atomic layers high,
≈0.4 nm, and has a base length of 12 nm. Adapted from Oka
et al., 2010.

8Note that the difference in the sign of the asymmetry AdI=dV at the
rim as compared to the center is ascribed to a so-called rim state. The
rim state is spatially localized within 1 nm of the edges of the Co
island, and it is identified in spectroscopy as a peak near the Fermi
level (Pietzsch et al., 2006).
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asymmetry AdI=dV map obtained by SP-STM reflects the spin
polarization on the sample.
The correlation between the experimentally measured

asymmetry AdI=dV and the spin polarization on the sample
was further explored regarding the energy dependence
(Fig. 15). A spin polarization above a bilayer Co film is

plotted as a function of energy and compared with a measured
AdI=dV , which is extracted from an average of the AdI=dV over
the center region of a Co island. The two plots in Fig. 15 show
similar characteristics but differences in the magnitude. The
differences are ascribed to effects of the spin polarization of
the tip and its energy dependence. This suggests that we can
infer the spin polarization of the tip from the data of Fig. 15.
We applied this approach to bulk Cr tips, extracting a tip spin
polarization as large as 45% at the Fermi energy (Corbetta
et al., 2012). The similarities between the experimentally
measured AdI=dV and the spin polarization on the sample
demonstrated for the position (Fig. 14) and the energy
dependences (Fig. 15) lead us to conclude that the asymmetry
obtained by SP-STM reflects the spin polarization on the
sample, and the AdI=dV map can provide a spatial distribution
of the sample spin polarization at the subnanometer scale.
The spin-polarized quantum confinement is related to the

existence of a spin-polarized s-p surface state which forms a
two-dimensional electron system at the surface. The spin-
polarized s-p surface state is not unique to the Co islands on
Cu(111), but seems to be universal for magnetic nanostruc-
tures on noble metal (111) surfaces. Theory predicted that
majority s-p surface states exist on Co islands on Au(111)
(Rastei, Bucher et al., 2007) and, indeed, it was confirmed by
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SP-STM and STS measurements (Schouteden et al., 2011).
For monolayer Fe islands on Au(111), majority s-p surface
states were also found in ab initio calculations (Delga et al.,
2011; Donati et al., 2011; Marathe et al., 2012) and the
electron confinement of the surface states was observed in
differential conductance maps using STM and STS (Delga
et al., 2011; Marathe et al., 2012). Bilayer Ni islands on
Cu(111) are also expected to show spin-polarized s-p surface
states from theory (Magaud et al., 2004) and STM and STS
measurements (Pons, Mallet, and Veuillen, 2001). However,
spin-polarized measurements by SP-STM have not yet
been done.

D. Tuning spin polarization on the nanoscale by confinement

As already seen, the surface state can be inherently spin
polarized on magnetic substrates or, as discussed in the
coming sections, can become polarized upon scattering at
magnetic impurities or structures. In both cases, confinement
of electrons of majority and minority character is expected to
differ. The resulting confinement interference pattern can be
characterized by the space-resolved electron density of states
n↑ð↓ÞðE; rÞ of majority (↑) and minority (↓) electrons. The two
densities together define the local spin polarization

P ¼ n↑ − n↓
n↑ þ n↓

; ð29Þ

which enters the determination of all tunneling-related proc-
esses and quantities, such as the differential conductance and
the TMR. Thus tailoring the local spin polarization offers
novel venues toward turning these properties. Since the spin
polarization is strongly affected by electron confinement
(Niebergall, Stepanyuk et al., 2006; Oka et al., 2010),
changing the latter allows us to manipulate the polarization.
From the properties of the electron confinement described
above, two basic possibilities of confinement tailoring can be
derived: (i) changing the confinement geometry and scattering
properties of the confining boundary or (ii) changing the band
structure of the electrons to be confined.

The former possibility is straightforward. We have seen that
different confinement geometries, for example, different
quantum corrals or islands of different sizes, produce different
confinement patterns. In the case of spin-polarized confine-
ment the resulting spatial change in majority and minority
electron confinement patterns would inevitably lead to a
change in the local spin-polarization distribution.
The latter possibility is to select a surface with a predefined

electronic structure. One can choose the material of the
substrate, since the energy and effective mass of the sur-
face-state band are different at different surfaces (Reinert
et al., 2001). But changing the chemical composition of the
surface is not, strictly speaking, necessary. It has been shown,
both experimentally and theoretically, that the surface state is
sensitive to the lattice parameter of the surface and responds to
the change thereof (Rastei, Bucher et al., 2007). For example,
Rastei, Heinrich et al. (2007) showed that Co nanoislands on a
Cu(111) surface exhibit mesoscopic relaxations and thus the
average bond length within the island depends strongly on the
island size. Position-dependent measurements of differential
conductance on islands of different sizes allowed one to
correlate the energy position of the Co surface state with the
bond length within the Co islands. Thus, by changing the local
bond length by exploiting the strain or stress, one can tailor
electron confinement and consequently the resulting spin
polarization.
Both these possibilities to tailor confinement are, however,

inherently static and feasible only at the design stage of the
experiment. To be able to tailor confinement dynamically
other methods are needed. One such method is the application
of an external electric field. It was shown (Ignatiev and
Stepanyuk, 2011; Berland, Einstein, and Hyldgaard, 2012;
Brovko et al., 2014) that the surface-state band exhibits a
Stark-like shift if the surface is exposed to an electric field.
This opens the possibility of dynamical manipulation of the
band structure of the surface states and accordingly the spin
polarization. As an example, Fig. 16 shows the effect of an
external electric field on the surface state of a Co nanoisland
on Cu(111) (Ignatiev, Brovko, and Stepanyuk, 2012). One can
see that an electric field of 0.6 V=Å shifts both majority and
minority surface-state bands by about 0.15 eV. The accom-
panying change of the Fermi wave vector is depicted in Fig. 16
by arrows.
The change of the Fermi wave vector of the surface state is

reflected in the change of the electron confinement pattern. An
example is given in Fig. 17. Here the electron density for
majority and minority electrons is plotted for zero field and a
field of 0.6 V=Å along with the TMR map, which is linked to
the spin polarization by

TMRðEÞ ¼ 2PTðEÞPSðEÞ
1 − PTðEÞPSðEÞ

; ð30Þ

where P are the polarizations of the surface and the imaginary
STM tip (here taken to be 0.2).9 The electric field obviously
affects the TMR and spin-polarization distribution across the
island.
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9See Eq. (32) for the discussion of this equation.
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Alloying offers a further way to modify the electronic
structure at surfaces. Binary metal alloys of noble metals
modify Shockley surface states (Asonen and Pessa, 1981;
Asonen et al., 1982). ARPES measurements revealed that the
(111) surface of a Cu0.9Al0.1 single-crystal alloy shows
Shockley surface states (Asonen and Pessa, 1981; Asonen
et al., 1982). The band bottom of the surface states is shifted
downward in energy by 0.4 eV for a (1 × 1) surface atomic
structure and by 0.8 eV for a ð ffiffiffi

3
p

×
ffiffiffi
3

p ÞR30° structure
compared to pristine Cu(111) (Asonen and Pessa, 1981;
Asonen et al., 1982). Yu, Sagisaka, and Fujita (2009)
observed spatial oscillations in differential conductance maps
on a Cu0.91Al0.09ð111Þ single-crystal alloy by STM and STS
due to the formation of standing waves of the shifted Shockley
surface states. Recently, Yu et al. (2013) performed STM and
STS measurements on Co islands on a Cu0.91Al0.09ð111Þ
single-crystal alloy. They found a sharp peak at −0.45 V in
differential conductance spectra measured at the center of Co
islands, and ascribed the peak to a minority Co d surface state.
They also found that the surface state shifts downward in
energy while approaching the island edge. These findings are
very similar to those of a minority d surface state of Co islands
on Cu(111) (Diekhöner et al., 2003; Rastei, Heinrich et al.,
2007), although the energy position of the state is slightly
lower than −0.35 V for Co islands on Cu(111) (Pietzsch et al.,
2006). Metal overlayers (Hasegawa, Suzuki, and Sakurai,
2002; Bendounan et al., 2003; Cercellier et al., 2004) and
noble gas adsorptions (Park et al., 2000; Hövel, Grimm, and

Reihl, 2001; Forster et al., 2003) are further means to modify
surface states of the noble metal (111) surfaces. These can also
be exploited for the tuning of the spin-polarized Shockley
surface-state energy position.

V. SPIN POLARIZATION OF SURFACE-STATE
ELECTRONS UPON SCATTERING AT MAGNETIC
SCATTERERS: THEORY AND EXPERIMENT

A. Spin polarization induced by adatoms

The presence of impurity atoms on metal surfaces
influences the electronic and magnetic properties of surfaces.
One interesting phenomenon due to magnetic adatoms on
metal surfaces is the Kondo effect (Kondo, 1964). STM and
STS measurements revealed that the Kondo resonance appears
on single magnetic impurity atoms around the Fermi energy,
and it extends a few nanometers away from the center of
impurity atoms (Li, Schneider, Berndt, and Delley, 1998;
Madhavan et al., 1998). Another phenomenon due to adatoms
on metal surfaces is an adatom-induced localization of two-
dimensional surface states. It was predicted that any attractive
potential on two-dimensional states gives rise to a bound state
(Simon, 1976). STM and STS demonstrated that a bound state
exists on single adatoms on Ag(111) and Cu(111) right below
the band bottom of two-dimensional surface states (Olsson
et al., 2004; Limot et al., 2005). Lazarovits, Szunyogh, and
Weinberger (2006) theoretically showed that such a bound
state is ascribed to a resonance in s-like states, and it can be
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FIG. 16 (color online). (a) Sketch of the band structure and the
shifts induced by an electric field (EF). The dashed lines show the
zero-external-field case. The solid lines show data for a field of
0.6 V=Å. Majority and minority bands are plotted with solid and
dotted curves, respectively. The shaded area shows a continuum
of bulk states. (b) The binding energies (E0) and curvatures as
given by the effective masses (m�) of majority (circles) and
minority (squares) surface bands are plotted. Adapted from
Ignatiev, Brovko, and Stepanyuk, 2012.
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FIG. 17 (color). Electron density of states of a bilayer Co island
at the Fermi energy EF in (a) zero external electric field and (c) in
an external field of 0.6 V=Å calculated for majority and minority
(insets) electrons. The color map is given on the right of the
figure. The numbers next to the electron density of states
distributions denote maximum values of the majority (red) and
minority (blue) electron densities. The minimal values are always
zero 1=eV (white). (b), (d) The TMR distribution maps for the
above cases, calculated with Eq. (30). The numbers next
to the maps denote the boundaries of the color scale. White
always corresponds to zero TMR. The Co island has a base
length of ∼12 nm, which is the same size as was considered in
Fig. 13 (Oka et al., 2010). Adapted from Ignatiev, Brovko, and
Stepanyuk, 2012.
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spin polarized for magnetic adatoms. They also found that
two-dimensional surface states interact with minority-spin d
states of magnetic adatoms and experience spin-dependent
resonant scattering. Figure 18 highlights this finding. The
curves show the calculated spin-projected s-like DOSs as a
function of the distance from a single Fe adatom on Cu(111).
The s-like DOS clearly shows a spatial modulation in both
spin channels due to the quantum interference of two-
dimensional surface-state electrons. But a distinct difference
in the amplitude of the modulation is calculated, which is
revealed in the inset of Fig. 18 as the magnetization density of
states. The spin-dependent resonant scattering enhances the
amplitude of the s-like DOS modulation in the minority-spin
channel. Consequently, a single Fe impurity on Cu(111)
induces long-range oscillations in the relative amplitude of
majority- and minority-spin s-like DOSs (inset of Fig. 18),
leading to a long-range RKKY (Ruderman and Kittel, 1954;
Kasuya, 1956; Yosida, 1957) interaction on noble metal (111)
surfaces, which was predicted by Stepanyuk et al. (2004).

B. Quantum mirages and magnetic interactions in quantum
corrals

Particularly instructive and by now famous consequences of
electron confinement are quantum mirages. Atoms arranged
by atomic manipulation (or naturally) on surface-state-
supporting surfaces may form special closed geometries, which
exhibit electron focusing as shown in Fig. 19 (Manoharan,
Lutz, and Eigler, 2000). In their pioneering work, Manoharan,
Lutz, and Eigler (2000) exploited atomic manipulation to
assemble an elliptical quantum corral on a Cu(111) surface.
The quantum corral serves as a focusing device for surface-
state electrons. They showed the possibility of projecting the
electronic structure surrounding a magnetic Co adatom to a
remote location. Local variations of the DOS near the adatom,
which was positioned in one of the focal points of the quantum
ellipse, were coherently focused to the empty focal point,

forming a spectral image or “quantum mirage.” The corral
acted as a quantum mechanical resonator, while the two-
dimensional Cu surface-state electrons were the projection
medium. As a result, a Kondo resonance (Kondo, 1964; Li,
Schneider, Berndt, and Delley, 1998; Madhavan et al., 1998)
signature in differential conductance spectroscopy could be
detected in the empty focus. The same conclusion could be
derived from state-of-the-art ab initio calculations as shown in
Fig. 20 (Stepanyuk et al., 2005), which have shown that local
variations of the LDOS can indeed be focused by surface
structures, allowing not only projection of the magnetization of
an adsorbate onto a remote location, but also tailoring of the
interaction between adsorbates, as discussed in Sec. V.C.
Following those pioneering works numerous experiments

and theoretical predictions have been made: the same idea of
surface-state confinement has been applied to corrals on
topological insulators (Fu, Zhang, Wang, and Li, 2011), the
study of coupled quantum corrals was undertaken (Mitsuoka
and Tamura, 2011), and special cases of surface states
scattering on surfaces with pronounced spin-orbit contribution
were investigated (Walls and Heller, 2007).

C. Surface-state-mediated interactions and exchange coupling
between adatoms

The wide variety of effects connected to spin-polarized and
non-spin-polarized LDOS oscillations at surfaces greatly
expands if several well-defined scatterers are placed close
to each other. As can be expected, taking into account the
opticslike properties of surface-state electrons, LDOS oscil-
lations will overlap, forming interference patterns which are
the origin of a multitude of surface-based phenomena. A
typical picture of such an interference pattern is presented in
Fig. 21(a), where a constant-current STM image of two Co

FIG. 18 (color online). Calculated minority-spin (black line) and
majority-spin (gray line) s-like DOSs at E − EF ¼ 0.012 Ry≈
0.16 eV as a function of the distance from a single Fe impurity on
a Cu(111) surface. The DOS was calculated at the first vacuum
layer. The distance is expressed in units of the nearest-neighbor
distance in Cu(111), a2D ¼ 2.55 Å. Inset: s-like magnetization
density of states (MDOS), which is defined as the difference of
the spin-projected s-like DOSs. Adapted from Lazarovits
et al., 2006.

(a) (b)

FIG. 19 (color online). Quantum mirage in a corral. (a) STM
image of an elliptical quantum corral with a Co atom at
the left focus. V ¼ 8 mV, I ¼ 1 nA, 15.4 × 15.4 nm2, and
T ¼ 4 K. (b) Differential conductance d=dV difference
map. This map was obtained via the difference between
differential conductance maps of the quantum corral with
and without the Co adatom. The difference map shows a
projected electronic signature at the empty upper-right focus,
originating from the Co adatom at the lower-left focus. This
projected feature is termed a “mirage” in a corral. The ellipse
with a dashed white line indicates the boundary of the corral.
Adapted from Manoharan, Lutz, and Eigler, 2000.
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adatoms on Cu(111) is shown (Stepanyuk et al., 2003). The
energy of the interaction between the adatoms becomes
dependent on the separation between the adatoms. This
dependence carries a long-range character, and is, as already
noted, the basis of the RKKY interaction. In Fig. 21(b) the
interaction of two Co adatoms on a Cu(111) surface measured
experimentally and calculated from first principles is fitted by
a simple RKKY model, as given by Hyldgaard and Persson
(2000). The nearly perfect match underlines the importance of
the RKKY-like interaction for various aspects of surface
physics, which still attract the interest of the community
(Wahlström et al., 1998; Hyldgaard and Persson, 2000;
Stepanyuk et al., 2003; Zhou et al., 2010). If either the
surface or the nanostructures thereon are magnetic, the
scattering of electrons at impurities will be spin dependent.
This leads to the formation of spin-polarized LDOS interfer-
ence and, with it, to RKKY-mediated magnetic interaction.
The RKKY interaction can be found to be responsible for such
fascinating effects as the formation of superlattices (Silly
et al., 2004) and long-range exchange magnetic correlation
(Stepanyuk et al., 2003; Meier et al., 2008; Smirnov et al.,
2009; Zhou et al., 2010; Khajetoorians et al., 2012).
Recent advances in experimental scanning probe tech-

niques have made it possible to probe such RKKY-mediated
exchange interactions in individual atom pairs, atomic chains,
and more complex nanostructures by STM-based single-atom
magnetometry (Meier et al., 2008). In state-of-the-art experi-
ments Khajetoorians et al. (2012) were able to map out the
distance dependence of the RKKYexchange interaction of Fe
adatoms on a Cu(111) surface. The results are in very good
agreement with theoretical calculations and can be well fitted
with the theoretical RKKY curve. The work of Khajetoorians
et al. demonstrates real-space access to the magnetic states of
nanostructures and provides an experimental approach to
tackling open fundamental questions in magnetism.
It was shown that electron density redistribution (formation

of standing waves) in quantum corrals governs adatom
adsorption and nanostructure growth, allowing for creation
of ordered arrays of adsorbates, virtual “orbits,” or empty

zones (Stepanyuk et al., 2007; Smirnov et al., 2008; Cao et al.,
2013). Even more interesting is the ability to tailor the long-
range magnetic coupling between nanostructures. Similarly to
the concept of a quantum mirage, placing adatoms in the foci
of an elliptic quantum corral greatly changes their exchange
coupling (Fig. 22) (Stepanyuk et al., 2005). This concept
works not only in well-ordered artificial elliptic corrals, but
also in natural surface nanostructures, such as nanoislands or
vacancy craters. Self-assembling hexagonal ad-islands on Cu
(111) or Ag(111) were shown to have the same effect as
discussed above for quantum corrals on the interaction of
adatoms adsorbed on top of them (Brovko, Hergert, and
Stepanyuk, 2009).

D. Spin polarization induced by magnetic nanostructures

The deposition of Co on Pt(111) induces a spin polarization
in the Pt substrate (Meier et al., 2011). Co nanostripes were
formed at step edges of a Pt(111) single-crystal surface by a
room-temperature deposition of Co onto a clean Pt(111)
surface. Spin polarization above the Pt(111) surface in the
vicinity of a Co nanostripe was investigated using SP-STS at
0.3 K (Meier et al., 2011). The differential conductance was
measured on a boundary area of a Co nanostripe and a clean
Pt(111) surface for P and AP states of the tip and the Co
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FIG. 20 (color). Spin-polarization map of surface-state electrons
inside an elliptic Co corral on a Cu(111) surface. One focus of the
corral is occupied by a Co adatom (white dashed circle). The
mirage in the empty focus is highlighted by the red dashed circle.
The geometrical parameters of the corral are the same as in the
experimental setup of Fig. 19 (Manoharan, Lutz, and Eigler,
2000), i.e., semiaxis a ¼ 71.3 Å and eccentricity ϵ ¼ 0.5.
Adapted from Stepanyuk et al., 2005.

FIG. 21. (a) Constant-current STM image of two Co adatoms on
Cu(111), which interact via the electronic surface state.
(I ¼ 2 nA, V ¼ 50 mV, and T ¼ 6 K.) (b) Experimental and
calculated interaction energies between two Co adatoms on Cu
(111). From Stepanyuk et al., 2003.
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nanostripe magnetization, and the asymmetry of the differ-
ential conductance was calculated from the data. As discussed
previously, the asymmetry of the differential conductance is a
measure of the spin polarization of the sample. The Co
nanostripe shows a negative value of the asymmetry, while
the Pt(111) in proximity to the Co nanostripe shows a positive
value. The observed positive value of the asymmetry decays
exponentially with a decay length of 0.9–1.2 nm as a function
of distance from the stripe and vanishes within a few nano-
meters. The spin polarization at 4.1 Å above Pt(111) in
proximity to an embedded Co chain was calculated by self-
consistent ab initio calculations. The Pt atom closest to the Co
chain shows an induced spin polarization of about þ9% at
þ0.3 eV. The calculated spin polarization shows an expo-
nential decay as a function of distance from the Co chain. It
appears that induced spin polarization in a nonmagnetic
substrate depends greatly on the polarizability of the substrate,
which is larger for heavy elements.
Indeed we find in the lighter element Cu a smaller spin

polarization in proximity to a bilayer Co island edge, as
compared to the results previously discussed for a Pt substrate.
At a distance of only 0.5 nm away from the Co edge (position
4.7 nm in Fig. 26) we measure a magnitude of the asymmetry
of 0.007 at most. In view of the spin polarization of the tip of
the order of 0.3 used here (Corbetta et al., 2012) we estimate
an upper limit for the magnitude of spin polarization in Cu
induced by Co of 1%–2%. The asymmetry approaches zero,
and consequently the induced spin polarization is below the
detection limit, at larger distances. These examples show that
SP-STM is capable of detecting even minute magnitudes of
spin polarization in the low percent range with high spatial
resolution. To appreciate these findings it is important to
realize that spin-polarized electrons spill out from the Co
structure toward the substrate surface. Thus, a spin-dependent
redistribution of the electron density of states at the Co island

edge occurs. The underlying spin-dependent Smoluchowski
effect (Polyakov et al., 2012) is reviewed in the following.
More than 70 years ago, Smoluchowski proposed that the

electron charge density does not follow atomically sharp
surface geometries, but a redistribution and smoothing of the
electron density at surface protrusions occurs to minimize the
electron kinetic energy (Smoluchowski, 1941). This
Smoluchowski effect has a significant impact on various
properties of surfaces, for example, the local variation of
the work function (Besocke and Wagner, 1973; Besocke,
Krahl-Urban, and Wagner, 1977; Krahl-Urban, Niekisch, and
Wagner, 1977; Wandelt, 1991; Ishida and Liebsch, 1992; Jia
et al., 1998; Merrick, Inglesfield, and Attard, 2005), the DOS
(Crommie, Lutz, and Eigler, 1993b; Avouris and Lyo, 1994;
Avouris, Lyo, and Molinàs-Mata, 1995), and on the occur-
rence of forces due to resulting dipole fields (Park et al.,
2005). These impacts of the Smoluchowski effect have been
discussed so far in light of the redistribution of the electron
charge density. Polyakov et al. (2012) expanded the descrip-
tion to include spin-dependent effects, where majority- and
minority-spin electrons contribute differently to the charge
redistribution.
They performed ab initio calculations by means of the

Vienna simulation package (VASP) (Kresse and Furthmüller,
1996) using the Perdew-Wang version of the generalized
gradient approximation with the Perdew-Wang 1991 func-
tional (GGA-PW91) (Perdew and Wang, 1992). The edge of a
bilayer-high Co island on Cu(111) is mimicked by an infinite
stripe of Co atoms, which consists of four atomic rows wide in
the topmost layer and five for the lower layer, and sits on the
Cu substrate described by a slab of five layers [Fig. 23(a)]. The
atomic structures of the infinite Co stripe are fully relaxed.
Figure 23(b) presents energy- and site-resolved plots of the
calculated total LDOSs for the minority and majority electrons
in the vacuum space above the edge of the Co stripe. The total
LDOS is strongly reduced above the step edge (position 3) and
increased above the Cu surface (position 5), indicating
charge redistribution at the step edge. This manifests the
Smoluchowski effect at the Co step edge. The plots of the
spin-resolved LDOSs for the minority and majority spins
reveal reduction and increase of the LDOS above the edge
(position 3) and the Cu surface (position 5), respectively, in
both spin states. However, the LDOS for the minority electron
is significantly larger than that for the majority electron. The
ab initio calculations clearly demonstrate the spin dependence
of the charge redistribution across a step edge of a magnetic
nanostructure. A spin-polarization map near the Co step edge
as functions of energy and site (Fig. 24) is calculated from
the two plots of the spin-resolved LDOS [Fig. 23(b)]
using Eq. (28).
SP-STM and STS allow one to discuss the spin polarization

on the sample qualitatively by extracting AdI=dV as demon-
strated in Sec. IV.C. The calculated spin-polarization map was
compared with the experimentally extracted AdI=dV . This has
been investigated on a straight edge of a Co island, which
faces a large open Cu(111) surface (Fig. 25). The area of
interest of this study is shown in a line profile of the Co island
as the shaded area (inset of Fig. 25). The asymmetry AdI=dV is
extracted as described in Sec. IV.C. Three line profiles of the
asymmetry are shown in Fig. 26 for different bias voltages.
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FIG. 22 (color online). The exchange interaction between mag-
netic adatoms inside Cu corrals of different eccentricities. The
distance between foci is fixed. The exchange interaction on an
open Cu(111) surface is presented by the black line. The
exchange interaction in Cu corrals with eccentricities ϵ ¼ 0.5
and 0.74 is shown by the gray lines. The inset shows the
corresponding models used for the calculations. Negative en-
ergies mean that the spins of both adatoms are ferromagnetically
coupled, while positive energies correspond to an antiferromag-
netic coupling. Adapted from Stepanyuk et al., 2005.
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A spatial variation of the AdI=dV is visible and most pro-
nounced near the position of 3–3.5 nm, i.e., at the descending
slope of the step. The magnitude and sign of the spatial
variation strongly depends on the bias voltage. To compare the
theoretical (Fig. 24) with the experimental data (Fig. 26), an
alignment of the horizontal spatial axis is required. The
position of half step height is chosen as the common point.
The position 4 nm of the experimental line profiles corre-
sponds to the lateral position of the vacuum sphere 4. The
AdI=dV for −0.05 V [Fig. 26(b)] shows small positive values
near the upper step edge and small negative values at the
half height of the step edge, and changes to zero above the
Cu surface. This agrees favorably with the behavior of the
calculated spin polarization across the step edge at −0.05 eV
in Fig. 24. For other energies also, good agreement is found in
comparison between the experiment and theory.
In conclusion, this combined experimental and theoretical

work reveals that electron redistribution near surface protru-
sions is a spin-dependent phenomenon, described by the spin-
dependent Smoluchowski effect.

E. Induced spin polarization in systems with strong spin-orbit
coupling

Systems with strong spin-orbit coupling provide interesting
electronic properties at surfaces. Spin-orbit coupling lifts the
spin degeneracy of surface states, leading to the formation
of spin-polarized surface states. Figure 27 schematically
explains some key features of surface states of systems of
strong spin-orbit coupling.
For systems with (almost) no spin-orbit coupling, surface

states are degenerate and can be described by a single parabola
in the dispersion relation as already discussed above in
Sec. III. When spin-orbit coupling exists, the spin degeneracy

FIG. 23 (color). (a) Hard sphere model of the system used in the
calculations of the spin-dependent Smoluchowski effect. Note
that all atomic positions were allowed to relax. (b) Plots of the
energy dependence of the total density of states (top) and of the
spin-resolved density of states of minority (center) and majority
(bottom) electrons as calculated at the position of the vacuum
spheres identified in (a). From Polyakov et al., 2012.
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FIG. 24 (color). Calculation of the energy dependence of the
spin polarization P at the vacuum spheres across the step edge.
The spin polarization P is defined as Eq. (28). The position of the
vacuum spheres is presented in Fig. 23(a). Adapted from
Polyakov et al., 2012.
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FIG. 25 (color online). Constant-current image (Vgap ¼ þ0.1 V,
It ¼ 1 nA, T ¼ 10 K, bulk Cr tip) at the edge of a two-atomic-
layer-high Co nanoisland on Cu(111). Inset: line profile along the
line indicated in the figure. The highlighted area indicates the
extension of the Co island step edge region of the dI=dV
asymmetry line profiles in Fig. 26. From Polyakov et al., 2012.
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of surface states is lifted due to the lack of space inversion
symmetry at the surface, resulting in two spin-split states
[Fig. 27(a)]. This is the so-called Rashba effect (Bychkov and
Rashba, 1984). The gradient of the potential at the surface acts
as an electric field normal to the surface. Because of spin-
orbit coupling, the spin direction of spin-split surface-
state electrons lies in the surface plane and perpendicular
to their momenta. This leads to helical spin texture at the
constant-energy contour of the state [Fig. 27(b)].
Three-dimensional topological insulators also show rich

spin-dependent phenomena (Hasan and Kane, 2010; Qi and
Zhang, 2011). Three-dimensional topological insulators are
characterized by their unique electronic structures. They have
an insulating gap in the bulk and possess gapless surface states
[Fig. 27(c)]. The spin orientation of topological surface-state
electrons is in the surface plane and locked perpendicular to
their momenta due to spin-orbit coupling. Thus, it rotates
along the constant-energy contour [Fig. 27(d)].
Both constant-energy contours of the Rashba spin-split

surface state [Fig. 27(b)] and the topological surface state
[Fig. 27(d)] show helical spin texture. In the presence
of nonmagnetic scatterers on the surface, it is expected that

spin-dependent or spin-conserving scattering will occur due to
time-reversal symmetry. For example, in Fig. 27(b) back-
scattering between the two contours with the same spin
direction is allowed while it is prohibited in Fig. 27(d) because
states at k and −k have opposite spin directions.10 Therefore,
the situation in Fig. 27(b) leads to formation of standing waves
in the LDOS around the scatterers, but that in Fig. 27(d) does
not. Note that this LDOS modulation is not spin polarized,
unlike LDOS modulations on Co islands on Cu(111) discussed
in Sec. IV.C, because there are two scattering channels with
opposite spins for this case [Fig. 27(b)].
This spin-dependent or spin-conserving scattering has

been observed using FT-STM and STS techniques on
systems with strong spin-orbit coupling, Bi(110) (Pascual
et al., 2004; Kim et al., 2005), Bi=Agð111Þ (Hirayama, Aoki,
and Kato, 2011; El-Kareh et al., 2013), Bi=Cuð111Þ
(Steinbrecher et al., 2013), Bi1−xSbx alloys (Roushan et al.,
2009), and Bi2Te3 (Zhang et al., 2009; Alpichshev et al.,
2010). Figure 28 shows an example of such measurements
(Roushan et al., 2009). A FT-STS map of Bi1−xSbx alloys at
the Fermi energy shows some features that reflect scattering
processes of surface-state electrons at the surface. This
experimental FT-STS map is reproducible in simulated FT-
STS maps only when spin-dependent scattering is taken into
account. Alpichshev et al. (2010) found that LDOS modu-
lations on Bi2Te3 are strongly suppressed within an energy
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FIG. 26 (color online). AdI=dV line profiles for different gap
voltages applied to the sample of the tunnel junction with
reference to the tip. Gap voltage (a) −0.5 V, (b) −0.05 V, and
(c) þ0.5 V. The line profile is averaged over six adjacent lines
next to the arrow in Fig. 25. From Polyakov et al., 2012.
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FIG. 27 (color online). Schematics of dispersion relations and
constant-energy contours of [(a), (b)] Rashba spin-split surface
states and [(c), (d)] topological surface states. The constant-
energy contours [(c), (d)] correspond to a cut at the dashed line in
(a) and (b), respectively. The arrows on the constant-energy
contours indicate the spin direction at corresponding wave
vectors. In (b), scattering between states with the same spin
direction (solid arrows) is allowed, but scattering between those
with opposite spin (dashed arrow) is prohibited. In (d), back-
scattering (dashed arrow) never occurs since states at k and −k
have opposite spin directions.

10Note that whether or not backscattering takes place strongly
depends on the band structures of systems (Pascual et al., 2004).
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range where the constant-energy contour of surface states has
a circular shape as in Fig. 27(d). They ascribed this result
to the lack of backscattering in helical spin texture due to
time-reversal symmetry.
One interesting question arises. If time-reversal symmetry

is violated by the introduction of magnetic scatterers or
magnetic fields, where spin-flip scattering is allowed, how
does the scattering process and resulting LDOS modulation of
spin-polarized surface-state electrons change? It would be
expected that the time-reversal-symmetry breaking will open
new electron scattering channels where spin-flip scattering
occurs, and it will give rise to corresponding LDOS modu-
lations. In Fig. 27(d), for example, backscattering between
states at k and −k would occur and LDOS modulations with a
spatial period of π=k could be seen in differential conductance
maps by STM and STS.
Recent theoretical studies predict that a magnetic scatterer

does not induce any additional effect on LDOS modulations in
comparison with the nonmagnetic case even though it triggers
spin-flip scattering (Guo and Franz, 2010; Stróżecka, Eiguren,
and Pascual, 2011; Liu, Qi, and Zhang, 2012; Lounis, Bringer,
and Blügel, 2012). A magnetic scatterer flips the spin of
incident electronic waves and reflects electronic waves with
opposite spin, that is, backscattering between opposite-spin
states takes place. However, the interference of the incident and
reflected electronic waves leads to a constant LDOS since they
have orthogonal spin. Therefore, the resulting LDOS modu-
lations are the same for magnetic and nonmagnetic scatterers
and do not depend on the presence of spin-flip backscattering.
Instead, the theoretical studies propose an interesting

consequence induced by time-reversal-symmetry breaking
(Guo and Franz, 2010; Stróżecka, Eiguren, and Pascual,
2011; Liu, Qi, and Zhang, 2012; Lounis, Bringer, and
Blügel, 2012). The interference of incident and spin-flip
backscattered electronic waves induces a rotation of the
spin-polarized LDOS (which is a vector; see Sec. II.C).
This is a clear fingerprint of the presence of spin-flip back-
scattering in systems with strong spin-orbit coupling.
Conventional FT-STM with a nonmagnetic tip can neither
detect this rotation of the spin-polarized LDOS, nor distin-
guish LDOS modulations induced by magnetic and non-
magnetic scatterers. Spin-polarized FT-STM with a magnetic

tip is necessary to identify the fingerprint. Theory also predicts
that a magnetic field induces spin-polarized LDOS modu-
lations in a system of two nonmagnetic adatoms on strong
spin-orbit-coupling surfaces (Fu, Zhang, and Li, 2011, 2012).
To the best of our knowledge, spin-polarized experiments
of LDOS modulations on systems with strong spin-orbit
coupling have not been reported.

VI. IMPACT OF SPIN-DEPENDENT ELECTRON
CONFINEMENT ON TRANSPORT PROPERTIES

A. Experiments on spatially modulated TMR

A combined study of SP-STM and STS measurements and
ab initio calculations has demonstrated that the spin polari-
zation within a single Co island is not homogeneous but
spatially modulated due to the spin-polarized quantum inter-
ference (Oka et al., 2010), as discussed in Sec. IV.C. As a
result of the spatial modulation of the spin polarization of the
sample, the tunneling current is expected to also be spatially
modulated within a Co island. This would induce a spatial
modulation of transport properties, such as the TMR. This
effect has been observed experimentally and described by
theory (Oka et al., 2011). It is reviewed in the following.
The sample exploited is a single Co island on Cu(111)

[inset of Fig. 29(a)], which exhibits a spatial modulation of the
spin polarization due to confinement of majority s-p surface-
state electrons as discussed in Sec. IV.C. First, the dependence
of the tunneling current on the magnetic configuration of a
magnetic tunnel junction system is examined. A hysteresis
loop of the tunneling current is obtained by plotting a
tunneling current at −0.27 V as a function of the magnetic
field [Figs. 29(a) and 29(b)]. The tunneling current clearly
varies for parallel and antiparallel magnetic configurations of
the Co island with respect to a magnetic tip, which is ascribed
to the so-called TMR effect (Julliere, 1975; Miyazaki and
Tezuka, 1995; Moodera et al., 1995). The junction resistance
changes between 290 MΩ for the AP state and 190 MΩ for
the P state at −0.27 V [Fig. 29(b)]. The TMR ratio, defined as
(Parkin et al., 2004; Yuasa et al., 2004)

RAP − RP

RP
¼ IP − IAP

IAP
; ð31Þ

is extracted, where RAP and RP are the tunnel resistances and
IAP and IP are the tunneling currents in the AP and P states,
respectively. The TMR depends on the electronic properties of
both electrodes (the Co island and the tip in this case) (De
Teresa et al., 1999; Tsymbal, Mryasov, and LeClair, 2003).
Figure 29(c) reveals a strong energy dependence of the TMR
ratio measured at the center of the Co island, which reflects the
spin-resolved electronic LDOS of the Co island (Diekhöner
et al., 2003), and a maximum positive TMR ratio of ∼50%
at −0.27 V.
Figure 30(a) shows TMR spectra obtained at three different

positions. All spectra show a similar bias-voltage dependence,
but distinct differences in the magnitude are found. To see the
position dependence of the TMR ratio within the island, a
map of the TMR ratio at þ0.06 V [Fig. 30(c)] is calculated
from maps of the tunneling current for the P and AP states
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A B

(c)
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FIG. 28 (color online). FT-STS measurements on Bi1−xSbx
alloys. (a) Experimental FT-STS map of Bi1−xSbx alloys
at the Fermi energy along the Γ̄-M̄ direction. (b), (c) Simulated
FT-STS maps with and without spin-dependent scattering
effect, respectively. In (c), two additional high-intensity points
(A and B) appear in comparison with (b). They originate from
scattering between states with opposite spins. Adapted from
Roushan et al., 2009.
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[Figs. 31(a) and 31(b)] using Eq. (31). It reveals negative
TMR ratios and a clear spatial modulation of the TMR ratio in
the center region of the island. The modulation pattern is very
similar to that of the spin polarization found in an AdI=dV map
[see Fig. 4(d)]. The intimate relation between spin polariza-
tion and TMR ratio becomes evident from the calculation of
spin-dependent transport Eq. (31) with Eq. (16),

IP − IAP
IAP

¼ 2PT
~PS

1 − PT
~PS

; ð32Þ

where ~PS is the energy integral of the spin polarization of the
sample between EF and EF þ eV. This result demonstrates
that the spin-polarized quantum interference induces a spatial
modulation of the TMR within the single Co island.11

Since the spatial modulation of the spin polarization changes
with energy as seen in Fig. 13, similar changes in the TMR
modulation would be expected. Maps of the TMR ratio12 for
different bias voltages are shown in Figs. 30(b)–30(e).
All maps show a clear spatial modulation of the TMR ratio
and clear changes of the modulation patterns can be seen. Line
profiles along the yellow arrows allow a quantitative analysis
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FIG. 29 (color online). Tunneling current, its magnetization
dependence, and TMR spectrum measured on a bilayer Co island
on Cu(111) at 8 K. (a) IðVÞ curves measured at the center of the
Co island shown in the inset at different magnetic fields.
Vstab ¼ þ0.5 V, Istab ¼ 1.0 nA. The dashed line at −0.27 V
gives the bias voltage of the measurement of the hysteresis
curve in (b). The inset shows a constant-current STM image
of the Co island on Cu(111). VS ¼ −0.1 V, I ¼ 1.0 nA.
(b) Hysteresis loop of the tunneling current measured at the
center of the Co island. The gray sections of the hysteresis loop
correspond to upward and downward sweeps of the magnetic
field. Dots in the loop indicate measurement conditions of the
IðVÞ curves shown in (a). Schematics indicate the magnetization
orientations of the Co island and the magnetic tip. (c) TMR
spectrum measured at the center of the Co island, which is
obtained from the two IðVÞ curves at −1.1 T in (a) using Eq. (31).
From Oka et al., 2011.
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FIG. 30 (color). Spatial modulation of TMR within a single Co
island and its energy dependence. (a) TMR spectra as a function
of bias voltage V taken at three different positions on the Co
island of Fig. 29 shown in the inset. Corresponding positions are
indicated by crosses. Each TMR spectrum is obtained from
two IðVÞ curves measured at parallel (P) and antiparallel
(AP) magnetization configurations at −1.1 T, using Eq. (31).
(b)–(e) Maps of TMR ratio obtained at the indicated voltages.
(Vstab ¼ þ0.5 V, Istab ¼ 1.0 nA, and −1.1 T). The selected
voltages are indicated by green dashed lines in (a). (f)–(i) Line
profiles, averaged over six adjacent lines for improved signal-to-
noise ratio, of the TMR ratio images along the yellow arrows in
(b)–(e). Adapted from Oka et al., 2011.

11It is noted that the opposite sign of the TMR ratio to the spin
polarization is attributed to a negative spin polarization of the
magnetic tip used in the measurements (for details, see Figs. 14
and 15).

12At a given energy, the tip spin polarization (PT ) can be assumed
as constant. Thus, maps of the TMR ratio reflect spatial variation of
the energy integral of the sample spin polarization ( ~PS).

1156 Hirofumi Oka et al.: Spin-polarized quantum confinement in …

Rev. Mod. Phys., Vol. 86, No. 4, October–December 2014



of the TMR maps [Figs. 30(f)–30(i)]. At þ0.06 V, the TMR
ratio within the island is modulated with an amplitude of∼20%
and a spacing between maxima and minima of ∼1.3 nm. The
amplitude and the spacing become smaller with increasing bias
voltage, and at þ0.30 V a modulation amplitude of ∼7% with
a spacing between maxima and minima of ∼0.7 nm, which
corresponds to a three-atomic distance, is shown.
The spin polarization within the Co island also drastically

changes its sign with energy (Fig. 13), whereas the TMR
within the island does not show such great changes in its sign,
but it exhibits a positive and negative sign below and above
−0.05 V, respectively (Fig. 30). This finding can be under-
stood by considering the difference in the property of the
differential conductance and the tunneling current. In the case
of spin-polarized tunneling, dI=dV carries a term of ~mSðVÞ in
Eq. (19), which is the spin-polarized LDOS at EF þ eV, and
therefore, the spin polarization PSðVÞ is an energy-resolved
quantity. In contrast, the tunneling current contains a term of
~~mSðVÞ in Eq. (16), which is an energy integral of the
spin-polarized LDOS between EF and EF þ eV [Eq. (17)].

Thus, the TMR depends on the energy integral of the spin
polarization between EF and EF þ eV, ~PSðVÞ. The TMR
within the island shows positive values below −0.05 V, where
the minority d state dominates ~PSðVÞ, while it exhibits
negative ones above −0.05 V, where the majority s-p surface
state governs ~PSðVÞ.13 These results are explained in light of
spin-dependent transport properties with the help of ab initio
calculations, which will be reviewed in Sec. VI.B.
The impact of the spin-dependent Smoluchowski effect on

the TMR was investigated (Polyakov et al., 2012). Figure 32
shows a line scan of the TMR ratio at −0.3 V obtained across
a step edge of a Co island on Cu(111), which is indicated by
an arrow in Fig. 25. The line scan elucidates a local variation
of the TMR ratio from −10% at the upper part of the step edge
to þ10% at the bottom of the step edge, which is ascribed to a
spatial variation of the spin polarization induced by the spin-
dependent Smoluchowski effect. This result indicates that step
edges in a magnetic tunnel junction cause a reduction of
the total TMR ratio of the system, and this points at the
importance of atomically well-controlled growth in the
fabrication of magnetic tunnel junction devices. It also reflects
that boundary effects need to be considered in the nanometer
range toward the edge of a nanostructure. Near the boundary a
very different TMR ratio from that in the center region may
result and this will be detrimental when the overall structure
size shrinks to the few-nanometer range.

B. Ab initio based theory of spin-dependent transport

To understand the energy dependence of the TMR ratio in
Fig. 29, ab initio calculations of spin-dependent transport
properties are performed (Oka et al., 2011) using the SMEAGOL

code (Rocha et al., 2005, 2006; Rungger and Sanvito, 2008).
Figure 33(a) presents the TMR ratio as a function of the
bias voltage, which is calculated using a model of an STM
tunnel junction as depicted in the inset of Fig. 33(a).
A comparison of the calculated TMR ratio [Fig. 33(a)]
with the experimental one [Fig. 29(c)] indicates a good
qualitative agreement, suggesting that the calculations can
provide the electronic origin of the energy dependence of the
TMR ratio. An important property to be considered is
the transmission coefficient because its energy integral gives
the tunneling current. Figure 33(b) shows spin-resolved trans-
mission coefficients for P and AP configurations at different
bias voltages. The data reveal that transmission peaks (labeled
as 1 and 2) predominantly contribute to the tunneling current
and consequently govern the amplitude and the sign of the
TMR ratio. The transmission peak 1 is the main cause of a
negative TMR ratio at 0 V and the peak 2 causes a large
positive TMR ratio at −0.2 V. Since the transmission coef-
ficient is linked to the transition between electronic states of the
Cr tip and the Co island, the projected DOS (PDOS) of a Cr
atom at the tip apex and a Co atom under the apex can give a
hint toward the origin of the transmission peaks. Figure 33(c)
shows plots of the PDOSs on s-p orbitals of the Cr atom (tip)
and the Co atom (island). They focus on s-p states because at
the typical tip-sample distance of 0.5 nm, the effect of d states
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FIG. 31 (color online). Constituent measurements for a TMR
spectrum and a TMR map of a Co island. (a) I (V) curves
measured at the center of the Co island shown in the inset at
−1.1 T for antiparallel (AP) and parallel (P) magnetization
configurations. Vstab ¼ þ0.5 V, Istab ¼ 1.0 nA. These IðVÞ
curves are the basis for the TMR spectrum shown in
Fig. 30(a). The inset shows a constant-current STM image
of a Co island on Cu(111). VS ¼ −0.1 V, I ¼ 1.0 nA. (b), (c)
Tunnel-current images (constant height) of the Co island
measured at V ¼ þ0.06 V in the AP and P states, respectively.
Vstab ¼ þ0.5 V, Istab ¼ 1.0 nA, and −1.1T. Both images show a
spatial modulation of the tunneling current. The TMR map
presented in Fig. 30(c) is calculated from these two images using
Eq. (31).

13Note the same as footnote 11.
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on the transmission is small whereas s-p states give a dominant
contribution (Zener, 1951a, 1951b; Tao et al., 2009). At 0 V,
peaks for both PDOSs can be found in the spin-up channel for
the AP state at þ0.05 V, where the transmission peak 1 is
found. Therefore, the electronic origin of the transmission
peak 1 is identified as the transition of spin-up s-p states
between the Cr atom and the Co atom at the AP state. At
−0.2 V, in the spin-down channel for the P state, both the Co
and the Cr s-p states shift up in energy toward the Fermi
energy and the transition between these states gives rise to the
transmission peak 2. They argue that the bias voltage leads to
not only a relative shift of the energy position of the PDOS but
also a change in the intensity of the PDOS because different
atomic orbitals respond differently to the electric field induced
by the external bias voltage. This aspect is usually neglected
when we discuss the working principle of STM or interpret
differential conductance data. This effect has an important
impact for the understanding of the energy dependence of spin-
dependent transport properties. Aword of caution appears well
justified in appreciating that the STM itself, due to the
application of sizable electric fields (∼1 V=nm), induces
changes of the electronic structure of the sample via the
Stark effect (Becker, Golovchenko, and Swartzentruber,
1985; Binnig et al., 1985; Limot et al., 2003; Kröger
et al., 2004).

VII. CONCLUDING REMARKS AND FUTURE
DEVELOPMENTS

This review provides a compilation of numerous examples
for the experimental study of electron confinement in
nanostructures, and it shows how quantitative insight into
the electron dispersion relation is obtained from energy-
dependent spatially resolved STM experiments. The link
between the measured differential conductance data and the
calculated density of states of nanostructures is elucidated. We
discuss the quantization of the electron wave vector induced
by electron confinement, giving rise to an electron dispersion
relation, which is not continuous but discrete in the wave
vector. The characteristic length scale of the quantization
condition can be ascribed to a linear dimension such as the
width of a substrate terrace, the diameter of a hexagonal
depression, or the geometric altitude of a triangular island.
Careful quantitative analysis reveals that the often-cited

parabolic dispersion relation in confined electronic systems is
just an approximation. Deviations from a parabolic dispersion
are observed in both experiment and theory. The analysis
points out the importance of hybridization between electronic
surface and bulk states. This leads to a reduced curvature of
the dispersion relation at higher energies, which is of the order
of 0.3 eV above the Fermi energy for Cu(111).
Spin-dependent electron scattering and electron confine-

ment studied by STM and SP-STM are reviewed. Spin-
dependent measurements of the differential conductance in
individual nanostructures in connection with theory offer
quantitative insights into spin polarization on the nanoscale.
The magnitude and sign of the spin polarization vary on the
nanometer scale, and this variation is energy dependent.
Theory indicates that the energy dependence of the relative
magnitude of the DOS of majority and minority electrons
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FIG. 33 (color online). Energy dependence of spin-dependent
transport properties. (a) Calculated energy-dependent TMR ratio.
The inset shows the model of the tip and sample used in our
calculations. (b) Spin-resolved transmission coefficient as a
function of energy for both P and AP configurations at dif-
ferent bias voltages. The colored areas denote the bias window
within which the transmission function is integrated to obtain
the current. (c) s-p projected density of states (PDOS) of a
Cr atom at a tip apex and a Co atom under the apex in P and
AP configurations at bias voltages of V ¼ −0.2 V (upper
panel) and V ¼ 0.0 V (lower panel). Up and down arrows
indicate spin-up and spin-down channels, respectively. From
Oka et al., 2011.

FIG. 32 (color online). Line scan of the TMR ratio measured
along the arrow in Fig. 25 at −0.3 V. From Polyakov et al.,
2012.
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is an important aspect in understanding the variation of spin
polarization in a given nanostructure. The regular spatial
variation of the spin polarization can be ascribed to spin-
dependent electron confinement. Peculiar electronic states,
localized at the rim of nanostructures, may also induce
variations of the spin polarization near the edge of
nanostructures.
Magnetic adatoms can induce spin polarization in non-

magnetic substrates, e.g., noble metal substrates and topo-
logical insulators. The induced spin polarization leads to a
long-range RKKY-like magnetic interaction between mag-
netic adatoms. Theory predicts that the long-range magnetic
interaction can be tailored by surrounding magnetic adatoms
with an atomic corral.
The implications of spatial variation of the spin polarization

within a single nanostructure and near the edge of nano-
structures for the electronic transport properties, such as
differential conductance, tunneling current, and TMR, are
discussed. Variations of these properties are sizable, and they
may induce, e.g., a variation of the TMR ratio by 20% on the
nanometer scale.
Here we review spatially varying spin-dependent elec-

tronic properties of individual nanostructures and at surfaces
on the nanoscale. The roles of spatial variation of the spin
polarization and of structural relaxations in nanostructures on
the magnetic properties, such as the magnetic anisotropy and
the magnetization reversal mode, of a single nanostructure
have not yet been fully accounted for (Sander et al., 2013).
The corresponding calculations are very demanding, due to
the lack of symmetry, as induced by structural and electronic
relaxations near the nanostructure boundaries. Also the
theoretical description of the magnetization reversal in a
nanostructure with some 1000 atoms represents a true
challenge for ab initio based theory. Ultimately we strive
for a theoretical description of all experimental aspects,
where also the magnetization reversal process can be
described by theory (Sukhov and Berakdar, 2008; D. S. G.
Bauer et al., 2011; Böttcher, Ernst, and Henk, 2011). More
work along these lines is called for to advance our under-
standing of the corresponding physical mechanisms on the
electronic level.
Finally, we foresee that the application of spin-resolved

spectroscopy by STM will contribute to the understanding of
unconventional superconductivity in Fe-containing supercon-
ductors in the framework of quasiparticle interference
(Hanaguri et al., 2010; Hoffman, 2011; Allan et al., 2012).
Corresponding experiments are currently under way, where
spectroscopy in the 10 mK temperature range will be exploited
(Song et al., 2010; Singh et al., 2013). SP-STM will also
contribute to the study of peculiar spin-dependent surface
electronic properties of topological insulators and impurity
scattering effects (Biswas and Balatsky, 2010; Guo and Franz,
2010; Fu, Zhang, and Li, 2011, 2012; Stróżecka, Eiguren, and
Pascual, 2011; Liu, Qi, and Zhang, 2012; Lounis, Bringer, and
Blügel, 2012).
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