Substrate effects in the magneto-optical second-harmonic generation from first principles: Fe/Cu(001)
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We compute the nonlinear optical response of an Fe monolayer placed on top of 1 to 4 monolayers of Cu(001). Our calculation is based on ab initio eigenstates of the slab, which are obtained within the full-potential linearized augmented plane-wave method. The ground-state spin-polarized electronic structure is converged self-consistently to an accuracy better than 0.1 mRy. Subsequently, we take the spin-orbit interaction into account within a second variational treatment. The new set of eigenstates allows us to calculate the magneto-optical transition matrix elements. The second-harmonic response is determined in the reflection geometry with magnetization perpendicular to the surface (the so-called polar configuration) using the surface-sheet model. Adding layers of a noble metal (Cu) to the Fe monolayer gives a new degree of freedom for the inclusion of nonmagnetic Cu $d$ bands to the nonlinear magneto-optical response of the slab, and the energy bands show that such an addition converges essentially to an addition of $d$ states and a small broadening of the $d$ band with growing number of Cu layers. The screened nonlinear optical susceptibility is calculated and converges quite well with a growing number of Cu layers. Our first-principles results confirm that the magnetic tensor elements of the nonlinear optical response tensor are roughly of the same order of magnitude as the nonmagnetic ones (in contrast to linear optics, where the magnetic response is only a minor correction).

I. INTRODUCTION

The nonlinear magneto-optical Kerr-effect (NOLIMOOSE) has become a versatile tool for the investigation of thin film magnetism, as predicted by theory. Nonlinear optics from magnetic surfaces and thin films has recently been studied experimentally by several groups, and different theoretical and numerical aspects have been addressed as well. As with nonmagnetic nonlinear second-order optics, magnetic nonlinear optics is important for the characterization of (solid-state) structures containing surfaces, interfaces, and various subsurface structures. Within the electric-dipole approximation the second-harmonic signal from bulk inversion symmetric materials results from surfaces and interfaces.

The early theoretical treatments of nonlinear magneto-optics have been extended by Pustogowa, Hübner, Bennewe, and Kraft in order to establish an ab initio theory for optical second-harmonic generation (SHG) from magnetic thin films within the electric-dipole approximation. Their work included the electronic band structure via a full-potential linearized muffin-tin orbital (FP-LMTO) calculation, but was limited to constant optical transition matrix elements. The need for calculations of optical transition matrix elements based on ab initio treatment of the wave functions has recently been filled by the work of Dewitz, Chen, and Hübner, using the full-potential linearized augmented plane-wave (FLAPW) method. Asada and Blügel have been studying the magnetic states for fcc Fe films on Cu(100) using ab initio methods.

In Refs. 41–44, Petukhov and Liebsch study the nonlinear optical response of Al. Their work discusses the isotropic and anisotropic bulk contributions to SHG using a two-band model, frequency dependence and penetration depth, and in later works also the anisotropic nonlinear optical surface response within the two-band model and a nearly-free-electron model. The method is extended to include more than one interband transition in the work by Ishida, Petukhov, and Liebsch, where an embedding approach is applied. They estimate a SHG response depth of “10 to 20 interplanar spacings” (monolayers). Kuchler and Rebentrost have developed models to describe SHG from adsorbates on surfaces of simple metals and semiconductors. For the metals, their model is based on the local density approximation (LDA) and the Lang-Williams chemisorption model. These models may be fine for simple metals, but for transition metals a free-electron-like treatment does not suffice.

In recent years, the time-dependent local-density approximation (TDLDA) has been developed. In a combination of this approach with a jellium model, Liebsch and co-workers have performed calculations of second-harmonic and sum-frequency generation from simple metal surfaces and obtained good agreement with measurements on Al and Ag, and of Na and K layers adsorbed on Al.

In the present work we aim at describing second-harmonic generation from an Fe monolayer placed on top of semi-infinite Cu. Starting with an Fe/Cu(001) bilayer, we investigate the influence on the nonlinear optical response from each additional substrate Cu layer. The number of substrate layers we can address individually is, of course, limited. Experiments on the subject show that (i) Fe grows pseudomorphically on Cu at room temperature—meaning that usage of the Cu lattice constant makes sense, and (ii) the natural magnetization direction under these circumstances is along the surface normal.

The electronic structure is calculated within the framework of the WIEN97 FLAPW method, thus employing a supercell approach to the thin film system. The nonlinear optics is calculated in the electric-dipole (ED) approximation.
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using the so-called surface-sheet model, developed by Sipe, Moss, and van Driel. Usage of the surface-sheet model and the ED is justified, since the major obstacle in the treatment of SHG from thin magnetic films in an ab initio framework is the inclusion and accuracy of the spin-orbit coupling in the wave functions of the electronic ground state. Furthermore, there is no way known to include a laser field into time-independent density-functional theory, thereby determining a natural penetration depth of the laser field, etc. The determination of the penetration depth is needed if one wants to abandon the use of a simple model surface response such as the surface-sheet model. On these grounds, the surface-sheet model has proved its value (see, e.g., Ref. 69 and references therein). In our paper it is assumed that the nonlinear optical response is generated alone by the physical region where the Fe layer is present (hereafter also referred to as the surface), and that the role of the Cu is twofold: (i) the Cu defines the lattice spacing since Fe grows pseudomorphically on fcc Cu(001), and (ii) the addition of Cu is expected to amplify the nonlinear optical response in comparison to the response from the Fe alone by contributing d electrons to the Fe layer. Hence, the addition of a noble metal provides us with a new degree of freedom.

The difficulty in handling calculations of NOLIMOK for an ab initio basis lies in the fact that one needs highly accurate wave functions to reliably calculate the optical transition matrix elements occurring in any calculation of nonlinear optics. Tight-binding methods are insufficient for the calculation of optical transition matrix elements, since (i) the potentials are inaccurate, leading to trouble with the spin-orbit coupling, (ii) they do not describe the hybridization of the s and d electrons well. In particular, they reproduce neither the correct symmetry nor the correct localization behavior of the wave functions and transition matrix elements of 3d electron systems with sufficient accuracy. (iii) Adjusted parameters are made to fit a level scheme. Finally, (iv) the transferability of the parameters to the system is not guaranteed, in particular the thickness dependence—they are based on results for the bulk.

In first-principles thin film simulations like ours, quantum well states will inevitably be part of the picture.

In Sec. II, we list the relevant formulas for our calculations. In Sec. III, we present numerical results of NOLIMOK for an Fe monolayer placed on 1–4 monolayers of Cu(001). In Sec. III A we discuss the band structure of these thin films, including spin-orbit effects and convergence criteria to reach bulk Cu. In Sec. III B we show the spectral dependence of the nonzero tensor elements of the nonlinear optical susceptibility calculated on the basis of the presented band structure. In Sec. III C we discuss the ability to resolve symmetries and nonlinear optical reflection properties in the form of (frequency-dependent) intensities. Finally, in Sec. III D we show the nonlinear magneto-optical Kerr rotation angle. We finish our treatment by summarizing our findings and discussing possible extensions to our theoretical model in Sec. IV.

II. THEORETICAL BACKGROUND

Since ab initio nonlinear optics of transition metal systems is still in its infancy, we use the electric-dipole (ED) approximation. The use of the ED model seems appropriate, because (i) the purpose of this work is to check the effect and convergence behavior of adding Cu layers all the way starting from the band structure, via the optical tensor elements to the observable quantities, such as SHG intensities and the nonlinear Kerr effect, mainly focusing on their frequency dependence. Furthermore, (ii) the additional nonlocal contribution arising in jellium for s-polarized light has neither been shown to be of relevance to transition metals, nor in combination with magnetism—not even in linear MOKE.

A. The nonlinear optical susceptibility

The present calculations of the nonlinear magneto-optical response are based on the expression for the nonlinear susceptibility derived in the usual perturbative manner (comprehensive details of the derivation can be found in the work of Hübner and Bennemann), here taken in the long-wavelength limit (consult also Ref. 77)

\[
\chi_{ijl}^{(2)}(2\omega,2\omega) = \frac{e^3}{2} \sum_{k,l,l',l''} \left[ \frac{(k+2q,l''|r_j|k,l)(k,l'|r_j|k+q,l')\langle k+q,l'|r_j|k+2q,l'' \rangle}{E_{k+2q,l''}-E_{k,l}-2\hbar \omega + 2i\hbar \alpha} \right]
\]

\[
\times \left[ \frac{f(E_{k+2q,l''}) - f(E_{k+q,l'})}{E_{k+2q,l''}-E_{k+q,l'}-\hbar \omega + i\hbar \alpha} - \frac{f(E_{k+q,l'}) - f(E_{k,l})}{E_{k+q,l'}-E_{k,l}-\hbar \omega + i\hbar \alpha} \right]
\]

\[
\times \left[ 1 + 4\pi e^2 \sum_{ab} m_a m_b \sum_{k,l,l''} m_a \langle k,l|r_a|k+2q,l'' \rangle \langle k+2q,l''|r_b|k,l \rangle \frac{f(E_{k+2q,l''}) - f(E_{k,l})}{E_{k+2q,l''}-E_{k,l}-2\hbar \omega + 2i\hbar \alpha} \right]^{-1},
\] (1)

where \( \mathbf{k} \) and \( \mathbf{q} \) are the wave vectors of the electron and the photon, respectively, \( \mathbf{l} \) is the angular momentum quantum number, \( m_a \) and \( m_b \) are direction cosines of \( \mathbf{q} \) in the direction of \( a \) and \( b \), respectively, where \( a, b \in \{x, y, z\} \). Furthermore,

\(-e \) is the charge of the electron, \( \hbar \) is Planck’s constant \( h/2\pi \), \( \omega \) is the cyclic frequency of the photon, \( \mathbf{r} \) is the position operator, and \( E_{k,l} \) is the eigenenergy belonging to the quantum state \( |k,l\rangle \). The spin index is dropped here, since
As opposed to previous numerical studies, we do not neglect the contribution in the square brackets here. It is the screening term that describes the linear interaction of the generated second-harmonic light. Our way to treat the spin-orbit coupling has been established in Ref. 38. It is treated within second variation, and only the isotropic contribution inside the muffin-tin sphere is included. This is justified because the spin-orbit coupling is largest close to the nucleus, where the potential is essentially spherical. The dipole transition matrix elements are calculated using the momentum operator $\mathbf{p}$ which is connected to the matrix elements of the position operator $\mathbf{r}$ via

$$\langle \psi_i | \mathbf{r} | \psi_j \rangle = \frac{i \hbar}{m_0} \frac{\langle \psi_i | \mathbf{p} | \psi_j \rangle}{E_j - E_i}. \tag{2}$$

The part of the momentum operator resulting from the spin-orbit contributions is neglected. Hence, no spin-flip processes are taken into account, which appears to be a good approximation. The spin-orbit coupling enters through the ground-state solutions to a Schrödinger-like equation where spin-orbit interaction has been added explicitly. The magnetization enters through the spin quantization axis. Thus, the influence of the spin-orbit coupling and the magnetization is accounted for in the wave functions above.

In semiconductors, the band structure essentially consists of valence and conduction bands, and thus in general formulas for the second-harmonic response are normally tailored to that specific (simplified) band structure. The conventionally applied indices $v$ and $c$ for the valence and conduction bands imply an energetic order of the bands that is not a priori known in metals. Thus, $l$, $l'$, and $l''$ are included in a general manner, and the intraband contributions are included in Eq. (1) by allowing all combinations of $l$, $l'$, and $l''$, including $l=l'$, etc.

**B. The second-harmonic field**

The second-harmonic field is calculated using the surface sheet model by Sipe, Moss, and van Driel. The expression for the second-harmonic optical field established in Ref. 83 is here generalized (see also Ref. 75) to include an angle $\gamma$ (azimuth) that describes the rotation of the optical plane with respect to the surface normal (see Fig. 1). The second-harmonic field projection onto the analyzer polarization angle $\Phi$ is

\[
E(2\omega; \theta, \Phi, \varphi, \gamma) = 2i \delta_{2\omega} \frac{\omega}{c} |E_0(\omega)|^2 \left\{ A_s \sin \Phi \left( \begin{array}{c} -\sin \gamma \\ \cos \gamma \\ 0 \end{array} \right) + A_p \cos \Phi \left( \begin{array}{c} F_e \cos \gamma \\ F_e \sin \gamma \\ N^2 f_y \end{array} \right) \right\}
\]

\[
\chi^{(2)} \left( \begin{array}{c} \left[ t_{pf}, \cos \varphi \sin \gamma - t_{tf}, \sin \varphi \sin \gamma \right]^2 \\
\left[ t_{pf}, \cos \varphi \sin \gamma + t_{tf}, \sin \varphi \cos \gamma \right]^2 \\
t_{pf}^2 f_s^2 \cos^2 \varphi \\
2 \left[ t_{pf}, \cos \varphi \sin \gamma + t_{tf}, \sin \varphi \cos \gamma \right] t_{pf}, \cos \varphi \\
2 \left[ t_{pf}, \cos \varphi \cos \gamma - t_{tf}, \sin \varphi \sin \gamma \right] t_{pf}, \cos \varphi \\
2 \left[ t_{pf}, \cos \varphi \cos \gamma - t_{tf}, \sin \varphi \sin \gamma \right] t_{pf}, \cos \varphi \sin \gamma + t_{tf}, \sin \varphi \cos \gamma \end{array} \right), \tag{3}
\]
in which \( \chi^{(2)} \), \( \rho_p = \sin \theta p n \) and \( \rho_s = \sin \Theta / N \) are projections of the field at frequency \( \omega \) and \( 2\omega \), respectively, as are \( \rho_c = \sqrt{1 - \rho_c^2} \) and \( F_c = \sqrt{1 - F_c^2} \). \( t_p = 2 \cos \theta p (\cos \theta + \rho c) \) and \( t_s = 2 \cos \Theta (\cos \Theta + N \rho_c) \) are Fresnel transmission coefficients at frequency \( \omega \), \( T_p = 2 \cos \Theta / (N \cos \Theta + F_c) \) and \( T_s = 2 \cos \Theta / (N \cos \Theta + N F_c) \) are transmission coefficients at \( 2\omega \), and \( A_p = 2 \pi T_p / \cos \Theta \) and \( A_s = 2 \pi T_s / \cos \Theta \) are transmission field amplitudes. Finally, \( n = \sqrt{\varepsilon(\omega)} \) and \( N = \sqrt{\varepsilon(2\omega)} \) are the frequency-dependent complex refractive indices of the substrate Cu at \( \omega \) and \( 2\omega \). The different angles involved in the equations above \( (\varphi, \gamma, \Theta) \) are defined in Fig. 1. For the angle of reflection of the second-harmonic response, \( \Theta = \theta \) holds due to the conservation of momentum along the surface, and in the rest of the paper we will use an angle of incidence of \( \theta = \pi/4 \), and an azimuth \( \gamma = 0 \). The nonlinear optical intensity at the analyzer polarization angle, \( I(2\omega) \), is then calculated as

\[
I(2\omega; \varphi, \gamma, \Theta) = \varepsilon_0 c_0 |E(2\omega; \varphi, \gamma)|^2.
\]

In Eq. (3), \( \chi^{(2)} \) is calculated in \( k \) space with the charge density profile taken fully into account, and the quantity \( \delta \bar{z} \) is a normalization factor for the application of the surface-sheet model. It is in our calculations put equal to the bulk value of the thickness of a single Fe layer.

When calculating the nonlinear optical response of a surface within reciprocal space in a full-potential calculation where the unit cell is divided into muffin-tin spheres and an interstitial region (as in the FLAPW package WIEN97), one faces two problems. First, a system with a surface (such as a vacuum/film/substrate system) does not have translation invariance perpendicular to the film plane, which means that one has to use a supercell approach and ensure that enough space is added between two adjacent vacuum/film/substrate systems to avoid electronic overlap, i.e., the vacuum has to be of a certain thickness. In our work we use the equivalent of 8 Cu monolayers as the extent of the vacuum, which should be enough in order to ensure electronic decoupling between films in the supercell. Second, since SHG takes place in the surface of a structure, the interstitial region has to be treated with care. In the work of Dewitz,75 an approximation has been established for the purpose of calculating the second-harmonic response from a surface. The division of the unit cell is shown in Fig. 2, and in the present work the nonlinear response is included only from the muffin-tin spheres of the Fe layer and from the half-space of the interstitial region that comprises the vacuum and the vacuum/film interface. After restricting the integration of the dipole transition matrix elements the wave functions are orthogonalized by applying

\[
\langle \psi_p | \rho_p | \psi_s \rangle \rightarrow \langle \psi_p | \psi_s \rangle - \langle \psi_p | \rho_s | \psi_s \rangle \langle \psi_s | \rho_p | \psi_s \rangle.
\]

In our electrodynamical treatment we make the following distinction between the surface sheet and the substrate: The Fe monolayer and the spillout of the wave functions into the vacuum layers comprise the surface sheet, and the second-harmonic generation is assumed to take place solely because of this and the contributions from the underlying Cu layers to the Fe bands. The substrate in the surface-sheet model is taken to be semi-infinite bulk Cu.

C. The nonlinear Kerr effect

The Kerr angles are calculated from standard complex-plane Poincaré ellipsometry.84 – 86 The Kerr rotation \( \phi_K \) and the ellipticity \( \varepsilon_K \) are calculated from the ratio \( \kappa \) of the complex \( E_s \) and \( E_p \) components of the second-harmonic field, \( \kappa = E_s / E_p \), as

\[
\tan(2 \phi_K) = \frac{2 \: \text{Re}(\kappa)}{1 - |\kappa|^2},
\]

\[
\sin(2 \varepsilon_K) = \frac{2 \: \text{Im}(\kappa)}{1 + |\kappa|^2}.
\]

Thus, the nonlinear Kerr rotation can be determined as

\[
\phi^{(2)} = \frac{1}{2} \arctan \left( \frac{2 \: \text{Re}(\kappa)}{1 - |\kappa|^2} \right) + \phi_0,
\]

where \( \phi_0 = 0 \) for \( |\kappa|^2 \leq 1 \), \( \phi_0 = \pi/2 \) for \( |\kappa|^2 > 1 \) and \( \text{Re}(\kappa) \geq 0 \), and \( \phi_0 = -\pi/2 \) for \( |\kappa|^2 > 1 \) and \( \text{Re}(\kappa) < 0 \).

III. NUMERICAL RESULTS AND DISCUSSION

Below, the numerical calculations are restricted to the case where the magnetization direction of the Fe layer is perpendicular to the surface \( \langle \mathbf{M} \rangle \parallel \hat{z} \), the so-called polar magneto-optical configuration), in accordance with experiment87 for Fe on Cu at room temperature. For the (001) orientation considered, the number of independent elements of the nonlinear susceptibility tensor is reduced to 4 due to the symmetry, and \( \chi^{(2)} \) can then be written.76
Tests show there is still a non-negligible residual influence in the amplitude of the nonlinear optical response when one varies the boundary between the two basis sets given by the radius of the muffin-tin sphere. This is a result of using (i) two different basis set expansions that are not mutually orthogonal, (ii) different approximations when using the different basis sets, and (iii) the second-variational treatment\(^{91,92}\) of the spin-orbit coupling. Choosing too small a basis set, the wave functions may not be described accurately enough, whereas choosing too large a basis set may worsen the effects of the inorthogonality between the two basis sets. This problem of course gets amplified when three transition matrix elements are multiplied to get the result, as is the case in this paper. We will not elaborate further on these issues here, and in the remaining part of the paper simply work with the muffin-tin radius mentioned above (1.21 Å).

### A. Convergence of the band structure

The band structure for 1 ML Fe on top of 1–4 ML of Cu is shown in Fig. 3 along the path in the (two-dimensional) Brillouin zone, starting from the $\bar{\Gamma}$ point, going to $\bar{X}$ and $\bar{M}$ (which is the fourth corner of the rectangle in the two-dimensional (2D) Brillouin zone spanned by $\bar{\Gamma}$-$\bar{X}$ and $\bar{\Gamma}$-$\bar{Y}$), back to the $\bar{\Gamma}$ point, out to $\bar{Y}$, and ending at $\bar{M}$. In the polar (001) configuration, $\bar{Y}$ should be equal to $\bar{X}$. In this figure, the majority spin states (more than 90% majority spin) are plotted using dashed lines, and the minority spin states (more than 90% minority spin) are depicted using solid lines. The dotted lines represent states with less than 90% of either spin, and are mainly present in the densely populated Fe $d$ band between 1 and 3 eV below the Fermi energy, as one might expect. Looking at the $\bar{M}$ point, we observe a group of states between 0.5 eV below and 2.5 eV above the Fermi level. These are Fe $d$ states of the minority spin (mostly unoccupied), and they do not change much when adding Cu layers. Their presence reflects the magnetic moment of the structure, and the slight disturbance in these bands can be attributed to the transfer of magnetic moment to the Cu sub-

\[ \chi^{(2)} = \begin{pmatrix} 0 & 0 & 0 & xy^+ - xx^+ & 0 \\ 0 & 0 & 0 & xx^+ - xz^+ & 0 \\ zxx^+ & zxx^+ & zzz^+ & 0 & 0 \end{pmatrix} \]

where the superscripts $+$ and $-$ denote even and odd tensor elements, respectively.

Since we are aiming at describing the influence of a bulk fcc Cu substrate on the nonlinear optical response of an Fe(001) monolayer, all slab calculations are done with fcc Cu lattice positions in the (001) orientation, and consequently also using the bulk Cu lattice constant of 3.61 Å.

To calculate the electronic structure we use the numerical package WEN97, by Blaha, Schwarz, and Luitz.\(^{67}\) It is a full-potential LAPW code,\(^{88}\) and in order to put our calculations on solid ground we perform a self-consistent convergence of the total energy to within 0.1 mRy. This is done using the generalized gradient approximation exchange and correlation potential of Perdew, Burke, and Ernzerhof\(^{89}\) (GGA-PBE), with a muffin-tin sphere of radius 1.21 Å, a kinetic energy cutoff of 81 Ry, and a plane-wave cutoff at 13 Ry. The maximal $l$ quantum number is 6 for 1–3 Cu layers, and 10 for 4 Cu layers. The eigenvalues are calculated in a range from $-7$ Ry to $+1.5$ Ry relative to the Fermi energy, and the optical response is calculated within $\pm 1.5$ Ry, which ensures a decent accuracy for optical responses with a fundamental input energy of up to 10 eV. The number of $k$ points needed for a converged optical response has been determined in the way that a sufficient number of $k$ points is reached when a 10% change in the number does not influence the graphs of the optical response. Final calculations, including treatment of the spin-orbit coupling, are thus done with 2502 $k$ points in the irreducible wedge of the Brillouin zone, using the tetrahedron method of Blöchl, Jepsen, and Andersen,\(^{90}\) and without introducing inversion symmetry perpendicular to the film plane.

\[ \chi^{(2)} = \begin{pmatrix} 0 & 0 & 0 & xy^+ - xx^+ & 0 \\ 0 & 0 & 0 & xx^+ - xz^+ & 0 \\ zxx^+ & zxx^+ & zzz^+ & 0 & 0 \end{pmatrix} \]
Looking at the lower end of the energy scale in Fig. 3, we find the $s$ states, which in the case of 4 Cu layers look like they do in bulk. However, when going to less Cu layers, we observe that these states are shifted to higher energies around the $\Gamma$ point, and in the bilayer they are hardly distinguishable from the Cu $d$ states.

We may conclude from Fig. 3 that adding Cu layers gives many more occupied $d$ states and highly dispersive unoccupied free-electron states. Additionally, the distance between energy bands is decreased with increasing number of Cu layers, giving many more possible transitions in the nonlinear optical response. With the addition of the 5th Cu layer, the energy bands become diffuse in the numerical step where we include spin-orbit coupling, and thus, magneto-optical results from our code beyond 4 Cu layers become inconclusive. The energy difference between eigenstates at X and Y in Fig. 3 has been checked explicitly in order to verify that they are identically zero, as they should be due to our chosen direction of magnetization ($\mathbf{M}[z]$).

In the optical response, the observed broadening of the Cu $d$ band with addition of Cu layers should result in a monotonous redshift (a shift to lower energies) of the peak in the spectrum expected at an input energy of 2 eV as more Cu layers are added. For a convergent result, the increment in this shift should be smaller and smaller for each new Cu layer.

Here, Cu is nearly nonmagnetic, and does not contribute directly to the SHG response in our use of the surface-sheet model. However, due to the spillout of electrons from the Cu to the Fe, fingerprints of the Cu will be seen even in the nonlinear magneto-optical spectrum because of variations in the wave functions that are included in the surface sheet. In order to test this expectation in the various quantities relevant to NOLIMOKE we perform calculations of magnetic moments, the screened nonlinear optical tensor elements, and nonlinear optical intensities.

Magnetic spin moments (in Bohr magnetons, $\mu_B$) of the different layers are listed in Table I. It shows that the overwhelming part of the total magnetic moment is carried by the Fe layer, as one should expect. It also shows that the magnetic moment is smaller than for a free-standing Fe layer ($3.2\mu_B$). Furthermore, (i) the first Cu substrate layer is always ferromagnetically coupled to the Fe layer—in agreement with the results of Asada and Blügel,\textsuperscript{40} and (ii) the
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**FIG. 4.** The $d$ band region below the Fermi energy of a monolayer (ML) of Fe on top of 4 ML of Cu(001). The abscissa is the path through the Brillouin zone, and the ordinate the eigenenergies in eV at each point on the abscissa. The solid lines represent eigenenergies of more than 90% majority spin, dashed lines states with more than 90% minority spin, and dotted lines anything in between. As before, the ordinate is relative to the Fermi energy.

Looking at the lower end of the energy scale in Fig. 3, we find the $s$ states, which in the case of 4 Cu layers look like they do in bulk. However, when going to less Cu layers, we observe that these states are shifted to higher energies around the $\Gamma$ point, and in the bilayer they are hardly distinguishable from the Cu $d$ states.

We may conclude from Fig. 3 that adding Cu layers gives many more occupied $d$ states and highly dispersive unoccupied free-electron states. Additionally, the distance between energy bands is decreased with increasing number of Cu layers, giving many more possible transitions in the nonlinear optical response. With the addition of the 5th Cu layer, the energy bands become diffuse in the numerical step where we include spin-orbit coupling, and thus, magneto-optical results from our code beyond 4 Cu layers become inconclusive. The energy difference between eigenstates at X and Y in Fig. 3 has been checked explicitly in order to verify that they are identically zero, as they should be due to our chosen direction of magnetization ($\mathbf{M}[z]$).

In the optical response, the observed broadening of the Cu $d$ band with addition of Cu layers should result in a monotonous redshift (a shift to lower energies) of the peak in the spectrum expected at an input energy of 2 eV as more Cu layers are added. For a convergent result, the increment in this shift should be smaller and smaller for each new Cu layer.

Here, Cu is nearly nonmagnetic, and does not contribute directly to the SHG response in our use of the surface-sheet model. However, due to the spillout of electrons from the Cu to the Fe, fingerprints of the Cu will be seen even in the nonlinear magneto-optical spectrum because of variations in the wave functions that are included in the surface sheet. In order to test this expectation in the various quantities relevant to NOLIMOKE we perform calculations of magnetic moments, the screened nonlinear optical tensor elements, and nonlinear optical intensities.

Magnetic spin moments (in Bohr magnetons, $\mu_B$) of the different layers are listed in Table I. It shows that the overwhelming part of the total magnetic moment is carried by the Fe layer, as one should expect. It also shows that the magnetic moment is smaller than for a free-standing Fe layer ($3.2\mu_B$). Furthermore, (i) the first Cu substrate layer is always ferromagnetically coupled to the Fe layer—in agreement with the results of Asada and Blügel,\textsuperscript{40} and (ii) the

<table>
<thead>
<tr>
<th>Fe layer number</th>
<th>Cu layer number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2.828</td>
<td>0.046</td>
</tr>
<tr>
<td>2.844</td>
<td>0.043</td>
</tr>
<tr>
<td>2.793</td>
<td>0.033</td>
</tr>
<tr>
<td>2.792</td>
<td>0.048</td>
</tr>
<tr>
<td>2.853</td>
<td>0.042</td>
</tr>
<tr>
<td>2.835</td>
<td>0.044</td>
</tr>
<tr>
<td>2.740</td>
<td>0.045</td>
</tr>
</tbody>
</table>
second Cu layer is always antiferromagnetically coupled to the Fe layer. Looking at data only up to four Cu layers, there is a tendency of convergence in the sense that adding Cu layers 3 and 4 gives further contributions to the antiferromagnetic coupling. This tendency disappears again from the fifth Cu layer, and looking at the full data set, an oscillation in the magnetic moment of the Fe layer is present. Such a behavior could be responsible for the oscillatory variations of the nonlinear magneto-optical response observed in experiments as a function of the thickness of the noble metal.

In comparison, calculations on (i) 1 ML Fe on bcc Mo(110) gives a magnetic moment of the Fe layer of \( 2.593 \mu_B \), and the first three layers of Mo are antiferromagnetically coupled to the Fe layer, and on (ii) 1 ML Fe on bcc W(110) gives a magnetic moment of the Fe layer of \( 2.536 \mu_B \), and as before, the first three layers of W are antiferromagnetically coupled to the Fe layer. The difference with our case of fcc Fe(001) is thus that (i) we have a higher magnetic moment of the Fe layer, and (ii) the first substrate layer is ferromagnetically coupled to the Fe. However, the next three layers are antiferromagnetically coupled, as in these two cases, at least until more layers are added.

**B. The nonlinear susceptibility tensor**

The real and imaginary parts of the four independent nonzero tensor elements \( \chi_{ij}^{(2)} \) of the screened nonlinear susceptibility tensor are shown as a function of the screened nonlinear susceptibility tensor [Eq. (1)] as a function of incident photon energy for 1 ML Fe on 1–4 ML Cu in the limit where \( |q| = 0 \). The small inset [Fig. 5(e)] shows the response for constant matrix elements.

First of all, let us emphasize that the very presence of \( \chi_{xyz}^{(2)} \) in Fig. 5 clearly demonstrates that nonlinear optical susceptibility tensors are now accessible using ab initio methods — including magnetism and substrate effects. The result for constant matrix elements [Fig. 5(e)] is that the peak position of both the real and imaginary part of the susceptibility oscillates, shifting to lower energies for even numbers of Cu monolayers (2 and 4), and higher energies for odd numbers (1 and 3) of Cu monolayers.

Looking at Fig. 5, we observe in general for all tensor elements that the most spectacular features are at fundamental input photon energies below 5 eV, and that the strength of the tensor elements fades out at higher photon energies. This general tendency is in good agreement with the energy bands from Fig. 3. In agreement with previous results for Fe monolayers we see that the magnetic tensor element \( \chi_{xyz}^{(2)} \) is approximately of the same order of magnitude as the non-magnetic tensor elements. This again confirms the higher magnetic contrast in NOLIMOKE in comparison with linear MOKE. The largest peaks appear in all cases in the region of incident photon energy starting at around 0.7 eV and ending at around 1.6 eV, fitting quite well with the transitions from the occupied Fe/Cu d band to the unoccupied portion of the Fe d band.

Going more into detail, one should bear in mind that the nonlinear optical tensor elements consist of sums over many states that in general cannot individually be identified. We observe from Fig. 5 the following: (i) The magnetic tensor element \( \chi_{xyz}^{(2)} \) shows in the real part a pronounced peak around 1 eV that moves a little bit down for the second Cu layer, but appears to be moving back up again for the third and fourth layer. The slope at the zero crossing on the high-energy side of this peak, however, obeys the general tendency of a monotonous redshift for increasing thickness of the Cu that we expect from the broadening of the Cu d band. A smaller peak is observed starting around 3 eV and moving to lower energies to about 2 eV for four Cu layers. In the imaginary part, a peak starts at a little above 2 eV for the bilayer, and it moves gradually downwards in energy until it has reached 1.5 eV for the fourth Cu layer. (ii) The usually
dominating tensor element $\chi_{zzz}^{(2)}$ is in our calculation the largest as well, but not in any way so large that it can be said to be “dominating.” It has a strong peak in the real part also around 1 eV, but it tends to be a little bit displaced to higher energies compared to the peak for the magnetic tensor element. The imaginary part shows a strong peak at just below 1 eV, except for the Fe/Cu(001) bilayer, where pronounced peaks are found at around 2 and 3.5 eV. That the response does not peak at the exact same frequencies as for the magnetic tensor element is very pleasing, since the peaks of the $zzz$ element are almost an order of magnitude larger than those of the $xyz$ element. (iii) The nonmagnetic tensor element $\chi_{xyz}^{(2)}$ has strong peaks in its real part around 1 and 2 eV, while the imaginary part has them around 1.5 and 3.5 eV. For the last tensor element, $\chi_{xxz}^{(2)}$, the real part shows a peak located slightly above 1 eV that shifts down a little when adding Cu layers. Another peak between 2 and 3 eV shows the same behavior. In the imaginary part, the largest peak starts above 2 eV and shifts downwards to around 1.5 eV at the presence of the fourth Cu layer. It is surrounded by two other peaks that get stronger when Cu layers are added, while the main peak gets weaker.

Experiments\textsuperscript{99,102} suggest that the influence of the thickness of Cu on SHG persists until at least 20–30 ML, and that the (linear\textsuperscript{103,104} as well as SHG\textsuperscript{7,105}) response oscillates with variation of the noble metal thickness. Thus, convergence is not expected at 4 ML, although our calculations show that results for 3 and 4 ML are pretty close to each other—in particular the results for the $zzz$ element, which in free-electron-like metals usually dominates.\textsuperscript{106}

It is remarkable that the effect of the nonmagnetic Cu shows up in the nonlinear magneto-optical response. Cu is known\textsuperscript{76} to give a response that is a factor of 50 smaller than that of Fe, i.e., adding Cu layers to the Fe, one would naively expect the response of Fe with minor corrections, but even the presence of a few Cu layers changes the response much more. This quite strong effect of the presence of the Cu $d$ band edge has been observed also in linear magneto-optics\textsuperscript{107}, but is even stronger in the nonlinear case.

**C. Nonlinear optical spectra**

Nonlinear optical intensities are obtained by Eq. (4), where $E$ is to be taken from Eq. (3). In Eq. (3) we use an input electric field $E_0$ of $10^8$ V/m, and the frequency-dependent complex refractive indices ($n$ and $N$) of the Cu substrate in the surface-sheet model are taken from the experimental data in Ref. 108, since no reliable computation based on DFT is available ($d$ band position, see above). Therefore, the $\chi^{(2)}$ computed previously gives rise to the nonlinear polarization of the surface sheet—including the contributions from substrate layers via hybridization of the bands, while the medium underneath is treated in the framework of the above-mentioned experimental data. Thus, for the linear propagation of the second-harmonic field, the Cu block underneath gives rise to a bulk substrate effect in addition to the first-principles contributions from the Cu layers placed under the Fe (substrate surface effects). Consequently, interference from (several) complex tensor elements with the linear optical properties occurs, and we do not expect a one-to-one correspondence between the peaks observed in the nonlinear optical susceptibility and the peaks that will be present in the nonlinear optical spectra.

In Fig. 6 are plotted the resulting nonlinear optical intensities for $s$ and $p$ input and output polarizations. The main peak rising position from the low-energy side of the spec-
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trum (long wavelength) fits very well with the experimental data on pure Cu(001) of Petrocelli, Martellucci, and Francini. That this is the case clearly demonstrate the strong influence of the linear optical properties in the surface-sheet model, since if our nonlinear optical susceptibility were dominating, then the main peak position would have undergone a redshift due to the wrong position of the Cu \( d \) band. Furthermore, it is interesting to notice (as opposed to the naïve expectation of seeing a slightly modified Fe response) that the second-harmonic response fits to Cu data.

By plotting the symmetry-forbidden \( s \) polarized response from \( s \) polarized input [panel (a) in Fig. 6], we get an estimate of the noise level in our calculation. We observe that our calculations separate this forbidden response from the allowed responses by 30 orders of magnitude. Otherwise, as expected from the nonlinear optical spectra occur below a photon energy of 5 eV, and the largest response arises for \( p \) polarized input and output. Convergence as a function of the number of Cu underlayers is worse than that for the screened nonlinear optical and output. The main features are dominated by the wrong position of the Cu \( d \) band. Furthermore, it is interesting to notice (as opposed to the naïve expectation of seeing a slightly modified Fe response) that the second-harmonic response fits to Cu data.

![Graph showing SHG intensity as a function of wave vector for different photon energies and phase angles.](image)

FIG. 7. Variation of the input polarization angle, \( \varphi \), for an input photon energy of 1.5 eV, an input angle \( \theta = \pi/4 \), and analyzer polarizations (a) \( p \) and (b) \( s \). As in Fig. 5, the line styles are encoded according to the number of Cu layers, the solid line representing 4 ML Cu, the dashed line 3 ML Cu, the dash-dotted line 2 ML Cu, and the dotted line 1 ML Cu.

These are the only minima, and they are true minima, not zeros, since at \( \varphi = \pi/2 \) a nonzero \( \chi^{(2)}_{zyz} \) ensures a nonzero result, even for Cu alone. Maxima occur for all numbers of Cu layers at integer multiples of \( \pi \). Thus, with the analyzer oriented in the \( s \) direction one has a better tool to reveal the presence of magnetism than if it is transmitting the \( p \) polarization. Furthermore, we observe from Fig. 7(a) that the intensity (i) is small for the Fe/Cu(001) bilayer, (ii) becomes sharply higher when the second Cu layer is added, and (iii) thereafter drops monotonically. This is in contrast to the case of \( s \) polarized output [Fig. 7(b)], where the intensity in many regions of the analyzer angle increases for each new Cu layer added. The form of the curves agrees with experiments on polycrystalline Cu (Ref. 110) as well as on Cu(001).}

That the minima in Fig. 7(a) do not go to zero in our electric-dipole model is attributed to transitions involving \( d \) states, which are enhanced due to the presence of the Fe layer (dipole transitions involving \( s \) states are forbidden). Additionally, the presence of the Fe layer is responsible (in particular, the majority \( d \) state that approaches the Fermi energy at the M point in Fig. 3) for the fact that going to energies that exclude the Cu \( d \) band, the response (in plots equivalent to Fig. 7) does not reproduce the \( \cos^4 \varphi \)-like behavior of go-
for varying the input polarization angle, \( \varphi \), for an input photon energy of 1.5 eV, an input angle \( \theta = \pi/4 \), and output polarizations (a) \( p \) and (b) \( s \). As in Fig. 5, the line styles are encoded according to the number of Cu layers, the solid line representing 4 ML Cu, the dashed line 3 ML Cu, the dash-dotted line 2 ML Cu, and the dotted line 1 ML Cu.

Experimental work by Vollmer, Straub, and Kirschner for a clean Cu(001) surface suggests that intensities for \( s \) and \( p \) polarized output, when scanning \( \varphi \), have the same order of magnitude. While we in Fig. 7 find much higher maxima for \( p \) polarized than for \( s \) polarized SHG output intensity, a conjecture suggests that the difference in intensities will get smaller when one adds Cu layers, thus giving a strong contribution from the substrate (limited to the penetration depth, or course). In addition to the contribution we can predict from our model, electric-quadrupole contributions are expected to give significant, possibly anisotropic, contributions to the bulk part of the response. For the Fe layer, the bulk does not contribute to anisotropies, so our model with one Fe layer on a number of Cu layers should fix the Fe contributions while it adds information about the contributions from underlayers of Cu, and Cu changes the Fe intensity dramatically.

To emphasize the influence of magnetism on the second-harmonic response we have in Fig. 8 shown the magneto-optical asymmetry

\[
A = \frac{I(M|x) - I(M|y)}{I(M|x) + I(M|y)},
\]

for varying the input polarization angle \( \varphi \). For comparative simplicity, we have plotted them on the same scale \([0:2\pi]\) as in Fig. 7. It should be noticed that at the four configurations given in the intensity plots of Fig. 6, the asymmetry is exactly zero (due to the adopted perpendicular direction of the magnetization). For the \( p \) polarized analyzer angle, we notice that the asymmetry is very small (a few percent), whereas the asymmetry for the \( s \) polarized analyzer angle becomes close to unity at the minima occurring in Fig. 7(b). The effect of changing the magnetization direction is in this case very dramatic. However, in order to observe the influence of changing the magnetization direction the input polarizer must be turned away from the pure \( s \) and \( p \) directions. With respect to the curves of Fig. 7, reversing the magnetization direction is equivalent to a mirror operation in the curves of Fig. 7 around the value \( \varphi = \pi/2 \).

D. Nonlinear magneto-optical Kerr effect

Lastly, we proceed to present the most fragile results, namely the nonlinear magneto-optical Kerr rotation. Seen in the light of Figs. 6 and 7, one should expect the Kerr rotation to vary quite wildly with the input photon energy as well as the number of Cu layers. The result is presented in Fig. 9. The nonlinear Kerr rotation shown in Fig. 9 has been limited to the range \([-\pi/8: +\pi/8]\) in order to show the variation better. For 1 ML Cu, the peak at 4.8 eV goes down to approximately \(-\pi/4\). For 2 ML of Cu, the peak at 5 eV goes all the way \((2\pi)\) around. Also, there are some regions on the energy scale where the results for 3 and 4 ML of Cu are quite close. This could be a sign of convergence for thicker Cu layers.

IV. SUMMARY AND FUTURE PERSPECTIVES

We have presented an attempt at an \textit{ab initio} nonlinear optics calculation for a monolayer of Fe placed on a Cu(001) substrate. We have demonstrated that a calculation of the nonlinear susceptibility is feasible, even when magnetism is included. The energy bands show a nice convergence to a simple addition of Cu \( d \) states and a slight broadening of the \( d \) band takes place when one adds more Cu layers. The nonlinear optical susceptibilities show the expected behavior of a redshift in many of the features, but not all, and the ten-
dency to convergence at the fourth Cu layer is not as pronounced as in the energy bands. The intensities, however, do not show similar signs of convergence, which we attribute to (i) the dependence on the square of a sum of many complex tensor elements, (ii) the continuing buildup of uncertainties in each of the nonlinear susceptibilities—more layers, more terms in the sum of each tensor element, (iii) the presence of linear optical artifacts in the denominators of the field projections and Fresnel coefficients, and (iv) the existence of quantum well states in the nonmagnetic substrate. This, of course, also affects the nonlinear magneto-optical Kerr rotation.

Even though this is an \textit{ab initio} calculation, there are some points that attract attention as to what can be improved in the future. Among points in the model that need attention in order to give a more realistic description are (i) the position of the Cu \textit{d} band and the excited states, (ii) the supercell concept (the periodicity along the surface normal should be abandoned), (iii) the non-spherical contributions to the spin-orbit interaction. When these points have been explored it will also make sense to take a closer look at (iv) the electric-dipole approximation, and (v) the surface-sheet model. These are all very tough problems to deal with in \textit{ab initio} calculations.
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