Electron-impact ionization of atomic hydrogen at intermediate energies

Jamal Berakdar*
Atomic and Molecular Physics Laboratories, Research School of Physical Sciences and Engineering, Australian National University, Canberra, ACT 0200, Australia
(Received 15 January 1997)

The electron-impact ionization of atomic hydrogen at intermediate excess energies is considered in the situation where the two continuum electrons escape with substantially different velocities and coplanar with the incident direction. Calculations are performed within a model where the three-body final state is described by a product wave function consisting of three symmetrical, Coulomb-type functions. Each of these functions describes the motion of a particular two-body subsystem in the presence of the third charged particle. A comprehensive comparison with available experimental data is presented, and the results are contrasted with those of other theoretical models. Generally, good agreement is found with the absolute measurements; however, in some cases discrepancies between various theoretical predictions and experimental findings are obvious, which highlights the need for a theoretical and experimental benchmark study of these reactions.
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The first experimental studies on electron-impact ionization of atomic systems with fully determined kinematics of the reaction fragments [hereafter called (e,2e)] were conducted at moderate incident energies (a few times the ionization potential) with little momentum being transferred to the target [1–5]. Under these conditions two continuum electrons emerge with substantially different energies, and are detected coplanar with the incident direction. This geometry is an ideal candidate for benchmark measurements since, in this case, the magnitude of the cross section is particularly large, and the small momentum transferred to the target allows an extrapolation to known absolute photoionization cross sections [4]. Such measurements, in particular for the ionization of atomic hydrogen which leads to a pure three-body final state, are of prime importance in assessing theoretical approaches to the nonseparable, three-particle Coulomb continuum problem. For the ionization of atomic hydrogen in the ground state, the measured angular distribution of the slow secondary electron exhibits a double-peak structure whose positions are mainly associated with the direction of the momentum-transfer vector $\mathbf{q}$. A dominant peak appears roughly around the direction $-\mathbf{q}$ and can be assigned to a direct (classical) projectile-electron encounter. Hence, this peak is called the binary peak [4,6,7]. A further, less pronounced peak, the recoil peak, is situated around $\mathbf{q}$ and can be interpreted as the result of a sequential scattering process in which the target electron recoils off the nucleus after a direct scattering from the projectile [8]. The recoil scattering from the nucleus can occur via initial-state binding. The above-mentioned mechanisms for the emergence of the binary-recoil peak structure are qualitatively present even in the simplest theoretical treatment in which plane waves for incoming and outgoing particles are assumed [8]. In contrast, a quantitative theoretical description of the experimental findings, in particular the absolute magnitude of the cross section, turned out to be an intriguing task. Perturbative approaches using the Born series (whose convergence properties are unclear for reactions involving infinite-range Coulomb potentials) seem to reproduce quantitatively some features of the measured angular distributions [6,9,10]. However, the range of validity of such approaches is difficult to estimate. Another approach using the (square integrable) pseudostate close-coupling method (PSCC) [11,12] resulted in generally good, although not perfect, agreement with the experimental data. A recent convergent close-coupling study (hereafter CCC) [13] employs an orthogonal Laguerre basis to diagonalize the target Hamiltonian. Convergence is checked with respect to the basis size. In the final state the two electrons are treated asymmetrically, one occupying a plane wave whereas a Coulomb wave is assumed for the other electron. As stated in Ref. [13], for the case of hydrogenic targets this numerical approach treats the scattering problem essentially without approximation. Nonetheless, some discrepancies between the CCC results and the experimental findings are observed [13] (comparison is included below). In addition, the CCC method predicts additional subsidiary structures in the angular distributions whose origins are yet to be explained.

In an analytical treatment of this process, one focuses on the three-body final state (two electrons in the residual ion field), and attempts to derive approximate expressions for this state. An approximation, which has previously been proposed for ion-atom collisions [14], was adopted to (e,2e) reactions with remarkable success [15,16], as far as the relative angular distributions are concerned. In this approximation individual (isolated) two-body scatterings are treated to infinite order (in a perturbative sense), which is the origin of the correct asymptotic behavior at large interparticle separations. This wave function is called 3C hereafter, as it consists of three Coulomb waves (the interelectronic plane-wave part being omitted) each simulating an isolated two-body scattering. The success of the 3C approach in describing the rela-
tive shape of the measured experimental data triggered a continuing debate about the importance of boundary conditions [15–21]. An interelectronic Coulomb phase factor was added to the distorted-wave Born approximation (3DWBA) in order to restore the boundary condition at large interparticle separations [20]. In Ref. [17] the first Born approximation has been modified by two Coulomb phase factors to result in a correct asymptotic behavior. Although these modifications have led to significant improvements (as far as agreement with experiment is concerned) the effect of the high oscillatory behavior of these phase factors at lower energies is not clear. Further investigations of the asymptotic properties of the three-body Schrödinger equation showed that a proper description of the asymptotic regime, where two particles approach each other while far away from the third one, requires the introduction of local relative momenta [22] (this treatment is hereafter called the AM model). No attempt at describing the short-range dynamics has been undertaken. Application of the derived wave function to the present reaction is hampered by two major obstacles which are typical for sophisticated analytical (beyond 3C) models. Due to the complicated analytical form of the wave function, scattering amplitudes have to be deduced numerically. This necessitates a six-dimensional numerical integration. Of particular difficulty is the long-range integration over the projectile coordinates. This problem was recently attacked [21,23–25]. These kinds of numerical studies will shed new light on the importance of the inclusion of proper boundary conditions since they offer a direct insight into the contributions of various regimes of the phase space to the scattering amplitudes. The second difficulty associated with the AM wave function is the evaluation of its normalization. An expression for this normalization was proposed in Ref. [22]; however, no justifications for this particular choice were given. One might think of deducing the normalization by requiring that the asymptotic flux generated by such functions must be identical to that associated with plane waves. While imposing this requirement improves the asymptotic flux properties of the wave functions used, it does not yield the correct normalization as derived from a six-dimensional integration over the configuration space. For example, a singular short-range behavior of a wave function would not affect the asymptotic flux, and hence its flux normalization, but would certainly show up in an integration over the entire configuration space. As this “approximate” normalization severely influences the angular distributions, calculations with the AM wave function, as proposed in Ref. [22], do not provide unique information on the range of validity of the approximations assumed in the Schrödinger equation to arrive at the radial part of the wave function.

These same two difficulties are encountered in a further treatment which deals with the short-range dynamics by incorporating some rotationally invariant properties of the total potential surface into the wave function [26] while maintaining a proper asymptotic. This approach and its subsets, as well as the methods employed to deal with the aforementioned problems, are briefly discussed in Sec. I. Low-energy measurements were reasonably reproduced and interpreted by this method. In this work application is extended to intermediate energies with small momentum transfer. Although the prediction of this model can be considered satisfactory, in some cases there are still substantial differences between theoretical predictions (including those from other theories) and experiment. Thus further theoretical and experimental work is required in order to establish benchmark data for this most fundamental case of (e,2e) processes. Throughout this work atomic units are used. Corrections due to a finite electron-proton mass ratio are neglected.

I. THEORETICAL APPROACH

The 3C approach is a nonperturbative method which treats all two-body interactions on equal footing. However, it does not account for coupling between each of the two-body subsystems to the third particles; i.e., within the 3C model the charged particles move due to their mutual two-body potential, which is quite different from the total potential. For example, the electron-electron scattering is considered as an isolated two-body Rutherford scattering, whereas, according to Wannier analysis [27–36], which is based on properties of the total potential, one obtains a free motion of the two-electron subsystem when both electrons recede from the residual proton in opposite directions and equal distances from the nucleus. To include this dynamical screening (and therefore this theory is called DS3C), while still treating all two-body potentials in an exact manner, it is advantageous to separate dynamical from kinematical features of the three-body system and consider the latter properties in an appropriate coordinate system. First, to decouple kinematical from dynamical quantities, for the eigenfunction \( \Psi \) of the total Hamiltonian \( \mathcal{H} \), at the total energy \( E \), we write

\[
\Psi(r_a, r_b) = N \Psi'(r_a, r_b)
\]

where \( r_{ab} \) are the positions of the two electrons with respect to the nucleus, and \( \mathbf{k}_a \) are the momenta conjugate to these coordinates, respectively. The normalization factor \( N \) is deduced from the requirement

\[
|N|^2 \langle \Psi'(r_a, r_b; \mathbf{k}_a, \mathbf{k}_b) | \Psi'(r_a, r_b; \mathbf{k}_a', \mathbf{k}_b') \rangle = \delta^2(\mathbf{k}_a - \mathbf{k}_a') \delta^2(\mathbf{k}_b - \mathbf{k}_b').
\]

The plane-wave part of Eq. (1) is an eigenfunction of the kinetic-energy operator with eigenvalue \( E \). Thus the modification to the plane-wave motion, which is described by \( \Psi(r_a, r_b; \mathbf{k}_a, \mathbf{k}_b) \), is due to the presence of the total potential, and can be determined as an eigenfunction of a differential operator \( H \) (with zero eigenvalue) [26]. To obtain an insight into the properties of \( H \), the problem is reformulated in the curvilinear coordinate system (only outgoing-wave boundary conditions are considered here)

\[
\{ \xi_k = r_j + \mathbf{k}_j \cdot \mathbf{r}_j, \xi_m = r_j \}, \quad j \in \{a,b,ab\}; k \in [1,3], \\
m \in [4,6],
\]

where \( r_{ab} \) and \( \mathbf{k}_{ab} \) are the interelectronic relative coordinate and its conjugate momentum, respectively. The directions of the momenta \( \mathbf{k}, j \in \{a,b,ab\} \) are denoted by \( \mathbf{k}_j \). As shown in Ref. [26], the three-body operator \( H \) can be decomposed...
into two parametrically coupled differential operators; an operator $H_{\text{par}}$ which is differential in the parabolic coordinates $\xi_{1,2,3}$ only, and an operator differential in the rotationally invariant coordinates $r_a$, $r_b$, and $r_{ab}$. An additional mixing term, which is due to the off-diagonal elements of the metric tensor, couples internal to parabolic motion. It is the last term which prevents the separability of the three-body Schrödinger equation. The key point is that the differential operator $H_{\text{par}}$ is exactly separable in the coordinates $\xi_{1 \ldots 3}$, since it factorizes as

$$
H_{\text{par}} = H_{\xi_j} \left[ H_{\xi_i} H_{\xi_j} \right] = 0, \quad \forall \ i,j \in \{1,2,3\}, \tag{4}
$$

where, after factoring out the relative plane-wave motion, $H_{\xi_j}$ is the Hamiltonian for two-body Rutherford scattering expressed in parabolic coordinates [37]. Hence, within the approximation $H \approx H_{\text{par}}$, the three-body system is considered as the sum of three spatially decoupled two-body Coulomb systems on the two-body energy shell. At a given total energy $E$, the exact regular eigenfunction of the operator $H$, within the approximation $H \approx H_{\text{par}}$, thus has the explicit form

$$
\Psi_{\text{DS3C}}(\xi_{1 \ldots 6}; k_a, k_b) = 1 F_1(i \beta_a, 1, -ik_a \xi_1)1 F_1(i \beta_b, 1, -ik_b \xi_2) \times 1 F_1(i \beta_{ab}, 1, -ik_{ab} \xi_3). \tag{5}
$$

The eigenstate $\Psi_{\text{DS3C}}$ of $H$ is then readily deduced from Eq. (1). In Eq. (5), $1 F_1(a,b,x)$ denotes the confluent hypergeometric function and $\beta_j$, $j \in \{a,b,ab\}$ are the Sommerfeld parameters

$$
\beta_j = \frac{Z_j}{v_j}, \quad j \in \{a,b,ab\},
$$

with $v_j$ being the velocities corresponding to the momenta $k_j$ and $Z_j$, $j \in \{a,b,ab\}$ the electron-nucleus and electron-electron product charges, respectively. The operator $H_{\xi_j}$ depends parametrically on the coordinates $\xi_{4 \ldots 6}$, e.g., through the two-body Coulomb potential. This parametric dependence of $H_{\xi_j}$ on internal degrees of freedom can be exploited to introduce coupling of each two-body subsystem to the third particle [26] by assuming that an individual two-body Coulomb interaction retains its functional form; i.e., it is of the form $\bar{V} = Z_j r_j$, $j \in \{a,b,ab\}$. Its strength (expressed through $Z_j$), however, is determined by all two-body interactions. Considering that this coupling can depend only on internal coordinates (the total potential is rotationally invariant) we end up with $Z_j = Z_j(\xi_{4 \ldots 6})$. In Ref. [26] the functions $Z_j(\xi_{4 \ldots 6})$ were given, which preserve the total potential and incorporate the motion along the Wannier ridge [27–36]. To ensure invariance of the Schrödinger equation under the introduction of the product charges $Z_j(\xi_{4 \ldots 6})$ the condition

$$
\sum_j \frac{Z_j(\xi_{4 \ldots 6})}{r_j} = -\frac{1}{r_a} + \frac{1}{r_b} + \frac{1}{r_{ab}}, \quad j \in \{a,b,ab\} \tag{7}
$$

has to be fulfilled. The constructed wave function $\Psi_{\text{DS3C}}$ is compatible with the boundary conditions specified by the shape and size of the triangle formed by the three particles, i.e., it is, to leading order, an asymptotic solution of the three-body Schrödinger equation if the aforementioned triangle tends to a line (two particles are close to each other and far away from the third) or in the case where, for an arbitrary shape, the size of this triangle becomes infinite. The latter limit implies that all interparticle coordinates $r_{a,b,ab}$ must grow with the same order, otherwise we eventually fall back to the limit of the three-particle triangle being reduced to a line [26], as described above. The applicability of the wave function $\Psi_{\text{DS3C}}$ to scattering reactions is hampered by the involved functional dependence leading to the complications encountered with the AM method, as discussed in the introduction. Furthermore, the incorporation of the ionization dynamics at shorter distances brings about the intrinsic disadvantage that, in contrast to the 3C approach, the construction of $\Psi_{\text{DS3C}}$ has to be individually undertaken for given charge and mass states of the three particles. This is comprehensible since properties of the total potential are inherent to the particular three-body system under investigation. As far as the uniqueness of $\Psi_{\text{DS3C}}$ is concerned, it should be mentioned that this function is an approximate solution. Various choices for $Z_j$ result in different parts, $H - H_{\text{par}}$, of the total Hamiltonian $H$ being neglected. The best choice for $Z_j$ would minimize $H - H_{\text{par}}$. In the course of constructing $\Psi_{\text{DS3C}}$, it has not been possible to show that $H - H_{\text{par}}$ is minimal in the entire Hilbert space (minimal only in the asymptotic region and along the Wannier mode). Hence, the part $H - H_{\text{par}}$ can be regarded as the “free parameter” in this theory. It should be emphasized, however, that there is no physical or mathematical reason to believe that, for example, the 3C wave function, which is a special case of $\Psi_{\text{DS3C}}$, is more unique than $\Psi_{\text{DS3C}}$, even though the product charges used by the 3C wave function are uniquely given by $Z_a = -1 = Z_b$ and $Z_{ab} = 1$.

As shown in Ref. [16] the normalization of the 3C wave function can be deduced in the sense of Eq. (2). To my knowledge, this procedure has not been accessible in the cases of $\Psi_{\text{DS3C}}$ and AM wave functions. Normalization of $\Psi_{\text{DS3C}}$ through flux arguments, in the manner discussed above, resulted in position-dependent normalization [21,38] which is clearly at variance with Eq. (2). To overcome this difficulty (and that associated with the six-dimensional numerical integration) we note that the position dependence of $Z_j(r_a, r_b, r_{ab})$ occurs (due to dimensionality considerations) through ratios of the interparticle distances. Thus this dependence can be converted into velocity dependence by assuming that

$$
\frac{r_j}{v_j} \approx \frac{v_j}{v_j}. \tag{8}
$$

The proportionality constant in Eq. (8) could be of an arbitrary functional dependence. It should be emphasized that approximation (8) is not a classical one, i.e., it is not assumed that the particles’ motions proceed along classical trajectories [conversely, if the motion were classically free, Eq. (8) holds]. It merely means that the total potential is exactly diagonalized in the phase space where Eq. (8) is satisfied, as
readily deduced from Eq. (7). Equation (8) renders possible the normalization of $\Psi_{\text{DS3C}}$ in the sense of Eq. (2), since in this case we obtain $Z_j = Z_j(k_a, k_b, k_{ab})$ and the arguments used in Ref. [16] can be repeated to deduce for $N$ the expression

$$N = \prod_j N_j,$$

$$N_j = \exp[-\beta_j(k_a, k_b, k_{ba}) \pi/2] \Gamma[1 - i \beta_j(k_a, k_b, k_{ba})],$$

$$j \in \{a, b, ba\}.\quad (9)$$

An additional advantage of employing approximation (8) is that it allows the incorporation of the Wannier threshold law of double escape [27–36, 39]. This results in the velocity-dependent product charges [40]

$$Z_{ba}(v_a, v_b) = [1 - (f \ 8)]a^{b^2},\quad (10)$$

$$Z_a(v_a, v_b) = -1 + (1 - Z_{ba}) \frac{v_a^{1+a}}{(v_a^{a} + v_b^{a})v_{ab}},\quad (11)$$

$$Z_b(v_a, v_b) = -1 + (1 - Z_{ba}) \frac{v_b^{1+a}}{(v_a^{a} + v_b^{a})v_{ab}}.$$

The functions occurring in Eqs. (10) and (11) are defined as

$$f = \frac{3 + \cos^2 4 \alpha}{4}, \quad \tan \alpha = \frac{r_a}{r_b}.\quad (13)$$
where \( E \) is being measured in atomic units and \( \mu = 1.127 \) is the Wannier index in the case considered here. The interelectronic relative angle \( \theta_{ab} \) is given by \( \theta_{ab} = \cos^{-1} \frac{\hat{r}_a \cdot \hat{r}_b}{r_{ab}} \). In case of higher excess energies \((E \approx 1)\) it is readily verified that \( a \rightarrow 1 \) [Eq. (17)], and all modifications of charges \((10)-(12)\) which are due to incorporating the Wannier threshold law become irrelevant. Charges \((10)-(12)\) then reduce to those given in Ref. [26], with Eq. (8) being applied. From the functional forms of charges \((10)-(12)\) it is clear that when two particles approach each other (in velocity space) they experience their full two-body Coulomb interactions, whereas the third one “sees” a net charge equal to the sum of the charges of the two close particles.

The wave function \( \Psi_{\text{DSCS}} \), constructed with charges \((10)-(12)\), proved to be quite successful in predicting the absolute and relative angular distributions at quite low energies \([5,40-42]\). Additionally, the spin-non-resolved total ionization cross section as well as the spin asymmetry are satisfactorily described by this method from threshold up to intermediate energies \([26,40]\). Here we present a comprehensive comparison with available experimental \((e,2e)\) data from H(1s) in the coplanar asymmetric energy-sharing kinematics at the incident energies \( E_i = 250, 150, \) and 54.4 eV.

II. ANGULAR DISTRIBUTIONS

For electron-impact ionization of atomic hydrogen, the spin-non-resolved triply differential cross section (TDCS) for the coincident detection of the two continuum electrons is the statistically weighted average of singlet and triplet scattering

\[
\sigma_{\text{TDCS}}(k_a, k_b) = (2\pi)^4 \frac{k_a}{k_i} \frac{k_b}{k_j} \left( \frac{1}{2} |T|^2 + \frac{1}{2} |T'|^2 \right),
\]

where \( k_i \) is the momentum of the incident projectile. The singlet and triplet transition matrix elements \( T \) and \( T' \), respectively, derive from the corresponding transition operators \( T \) and \( T' \), where

\[
T = (1 + \mathcal{P}_a) \mathcal{T}_{fi}(k_a, k_b), \quad T' = (1 - \mathcal{P}_a) \mathcal{T}_{fi}(k_a, k_b).
\]

The action of the exchange operator \( \mathcal{P}_a \) on the \( \mathcal{T}_{fi} \) operator is given by \( \mathcal{P}_a \mathcal{T}_{fi}(k_a, k_b) = \mathcal{T}_{fi}(k_b, k_a) \). The prior, position-space representation of \( \mathcal{T}_{fi}(k_a, k_b) \) is given by

\[
\mathcal{T}_{fi}(k_a, k_b) = \langle \Psi | V_i | \Phi_{k_b} \rangle.
\]

The wave function \( \Psi \) is defined by Eq. (1), whereas the three-body system in the initial channel is described by \( |\Phi_{k_b}\rangle \). Assuming \( |\Phi_{k_b}\rangle \) to be the asymptotic initial state, i.e., \( \langle \mathbf{r}_a, \mathbf{r}_b | \Phi_{k_b} \rangle \) is a product of an incoming plane wave representing the incident projectile electron and an undistorted \( 1s \) state of atomic hydrogen, the perturbation operator \( V_i \)
occurring in Eq. (20) is given by $1/|r_2 - r_1| - 1/r_a$ (which is the part of the total Hamiltonian not diagonalized by $|\Phi_{k_a}\rangle$). In what follows we choose the $x$ axis as the incident direction $\hat{k}_i$. The final-state electrons are detected in a coplanar geometry, i.e., $k_i \cdot (k_a \times k_b) = 0$. The $z$ axis lies along the direction perpendicular to the scattering plane, i.e., parallel to $\hat{k}_a \times \hat{k}_b$. The polar and azimuthal angles of the vector $k_a$ ($k_b$) are denoted by $\theta_a$, $\phi_a$ ($\theta_b$, $\phi_b$), respectively. In the coplanar geometry considered here the polar angles are fixed to $\theta_a = \pi/2 = \theta_b$. For the sake of clarity, the DS3C calculations with product charges (10)–(12) and within approximation (8) are contrasted only with experiments, and the 3C and CCC results. Comparison of CCC and 3C with 3DWBA and PSCC can be found in Ref. [13], while Ref. [21] compares 3C calculations with the results of the AM model as well as with those of the DS3C, without approximation (8), and with the wave function being normalized by the flux method, as mentioned earlier. In Figs. 1(a)–1(i) the TDSC’s for the incident energy of $E_i = 150$ eV are depicted along with the absolute measurement, as normalized to photoionization cross sections [4]. In general, we note a satisfactory, although not perfect, agreement of the DS3C results with experimental findings. The role of final-state interactions in determining the shape and magnitude of the TDSC has been analyzed in full detail in Refs. [5,41,43,44], and is not repeated here. We remark, however, that the present results confirm the analysis made in Ref. [41] in that three-body coupling primarily affects the magnitude of the TDSC rather than its shape. This is readily concluded by comparing the 3C and DS3C results occurring in Eq. (20) is given by $1/|r_2 - r_1| - 1/r_a$ (which is the part of the total Hamiltonian not diagonalized by $|\Phi_{k_a}\rangle$). In what follows we choose the $x$ axis as the incident direction $\hat{k}_i$. The final-state electrons are detected in a coplanar geometry, i.e., $k_i \cdot (k_a \times k_b) = 0$. The $z$ axis lies along the direction perpendicular to the scattering plane, i.e., parallel to $\hat{k}_a \times \hat{k}_b$. The polar and azimuthal angles of the vector $k_a$ ($k_b$) are denoted by $\theta_a$, $\phi_a$ ($\theta_b$, $\phi_b$), respectively. In the coplanar geometry considered here the polar angles are fixed to $\theta_a = \pi/2 = \theta_b$. For the sake of clarity, the DS3C calculations with product charges (10)–(12) and within approximation (8) are contrasted only with experiments, and the 3C and CCC results. Comparison of CCC and 3C with 3DWBA and PSCC can be found in Ref. [13], while Ref. [21] compares 3C calculations with the results of the AM model as well as with those of the DS3C, without approximation (8), and with the wave function being normalized by the flux method, as mentioned earlier. In Figs. 1(a)–1(i) the TDSC’s for the incident energy of $E_i = 150$ eV are depicted along with the absolute measurement, as normalized to photoionization cross sections [4]. In general, we note a satisfactory, although not perfect, agreement of the DS3C results with experimental findings. The role of final-state interactions in determining the shape and magnitude of the TDSC has been analyzed in full detail in Refs. [5,41,43,44], and is not repeated here. We remark, however, that the present results confirm the analysis made in Ref. [41] in that three-body coupling primarily affects the magnitude of the TDSC rather than its shape. This is readily concluded by comparing the 3C and DS3C results.
since, in the former case, three-body coupling is neglected, whereas the merit of the DS3C is the inclusion of this coupling. The general trend is that the 3C model underestimates the magnitude of the TDCS but reproduces, however, the angular shape with sufficient accuracy, as shown in Ref. [15]. The reason for this shortcoming of the 3C model is an incorrect weighting of different scattering amplitudes which alters their interference behavior [5, 41]. This underestimation of cross sections by the 3C model persists down to threshold. In fact, as is well known, at lower excess energies the 3C model grossly underestimates the measured absolute value of the cross sections. This behavior, also similar to that observed in Figs. 1(a)–1(i), is not the result of a wrong interference pattern but rather due to a vanishing density of states of the “unscreened” electron-electron scattering subsystem.

Generally, differences between the CCC and the DS3C are marginal and, in some cases, both of them are clearly beyond a perfect agreement with the data. In Ref. [13] it is stated that the CCC is “essentially without approximations.” Hence, the agreement between the DS3C and the CCC results can lead to the conclusion that the approximations made to arrive at the DS3C wave function are justified in the geometries studied here. In fact, it can be shown analytically that the neglected part \( H_{\text{par}} \) vanishes at higher excess energies [26] \( \lim_{\epsilon \rightarrow \infty} (H - H_{\text{par}}) \rightarrow 0 \). Unfortunately, the moderate incident energies and the still remaining differences between experiment and theory shed doubt on this conclusion.

In Ref. [21] calculations were performed using the DS3C without approximation (8). As stated above, the normalization then has to be deduced from the asymptotic flux rather than according to Eq. (2). This procedure yielded a position-dependent normalization [38]. The predicted cross sections turned out to be substantially different from the DS3C results presented here and in some cases substantial discrepancies with experiments were observed. Unfortunately, the “approximate” normalization procedure prevents an unambiguous assessment of the approximation \( H - H_{\text{par}} \approx 0 \) which has been made to arrive at the radial part of the wave function. This same argument applies to the TDCS calculations within the AM model.

At higher impact energies [Figs. 2(a) and 2(b)] the 3C and DS3C results converge to each other, whereas in this geometry no CCC calculations are available.

At lower excess energies [Figs. 3(a)–3(d)] differences between various theoretical models extend to the shape of the TDCS. In particular the CCC yields additional subsidiary shoulders in the TDCS. As yet, there is no physical explanation for the appearance of those structures while the two dominant peaks can still be roughly identified as binary and recoil peaks. In fact, at an excess energy as low as 13.6 eV the TDCS still possesses the double-peak structure [5, 41]. In this low-energy region it has been shown [5, 41] that the 3C fails to reproduce the measured TDCS in shape and magnitude, whereas the DS3C offers reasonable, though not perfect, predictions. As done in Refs. [5, 41], the influence of final-state interactions as well as the effects of three-body coupling on the cross sections, shown in Figs. 3(a)–3(d), have been investigated [45]. The conclusions drawn from this study indicate that the origin and the rough positions of the two peaks occurring in Figs. 3(a)–3(d) can be traced to single, and sequential, double-binary collisions. The heights of these peaks is determined by three-body coupling. A study of the spin-resolved TDCS in the geometry corresponding to Figs. 3(a)–3(d) revealed a rich structure of the spin asymmetry \( A := \langle |T^+|^2 - |T^-|^2 \rangle / \langle |T^+|^2 + 3 |T^-|^2 \rangle \) [45]. The origin of this variation is basically unexplained as yet. At higher energies and small momentum transfer (Figs. 1 and 2) the TDCS is determined by direct ionization events. Hence the magnitude of the spin asymmetry is vanishingly small.

III. CONCLUSIONS

Contrasting a fully numerical treatment of \((e,2e)\) reactions, such as the CCC approach, with approximate analytical methods, such as 3C and DS3C, yields additional insight into the mathematical and physical structure of the three-body Coulomb problem. Deviations of the results of approximate analytical methods from those predicted by exact numerical approaches can be used as an indicator for the strength of the neglected part of the total Hamiltonian to arrive at these analytical approximations. Unfortunately, the discrepancies between theory and experiments, as observed in Figs. 1 and 3, leave some doubts about the reliability of such a procedure. Hence it is highly desirable to establish some benchmark absolute measurements for atomic hydrogen against which various models can be judged. Hydrogenic targets are of particular importance since most \((e,2e)\) theoretical models impose additional approximations in order to deal with \((e,2e)\) processes from many-electron targets.

The DS3C results presented in this work, combined with those at low impact energies and the integrated cross-section results [5, 40–42], lead to the conclusion that the part \( H - H_{\text{par}} \) of \( H \), which has been disregarded to arrive at the DS3C wave function, has minor effects on the measured \((e,2e)\) cross sections in a wide range of the six-dimensional space \( k_a \otimes k_b \).
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