Injection intensity-dependent recombination at various grain boundary types in multicrystalline silicon solar cells
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ABSTRACT

If the ratio of two open circuit photoluminescence (Voc-PL) images taken at two different light intensities is displayed, some grain boundaries (GBs) may show up as bright lines. This indicates that these special GBs show distinct injection intensity-dependent recombination properties. It will be shown here that this results in an apparent ideality factor of the light emission smaller than unity. The effect is reproduced with numerical device simulations using a usual distribution of defects in the band gap along grain boundaries. Quantitative imaging of this apparent luminescence ideality factor by PL imaging is complicated by the lateral horizontal balancing currents flowing at open circuit. The local voltage response of an inhomogeneous solar cell at different injection levels under open circuit is modelled by Griddler simulations, based on PL investigations of this cell. The evaluation of Voc-PL images at different illumination intensities allows us to conclude that the apparent luminescence ideality factor at the special GBs is about 0.89, whereas in the other regions it is between 0.94 and 0.95. Reverse bias electroluminescence showed no pre-breakdown sites, and hyperspectral PL imaging showed only in one of the investigated GBs particular defect luminescence. TEM investigations of two GBs, one showing distinct injection intensity-dependent recombination and the other one showing none, revealed that the investigated special GB is a large-angle GB whereas the GB not showing this effect is a small-angle GB.

1. Introduction

Electroluminescence (EL) and photoluminescence (PL) imaging are standard tools to study local electronic properties of solar cells. This holds in particular for cells made from multicrystalline (mc) silicon material, which still represent the major part of all solar cells produced today. Therefore a comprehensive study of the electronic properties of the extended crystal defects in mc-Si material and cells is necessary, since these defects are governing the energy conversion losses in these cells. Grain boundaries (GBs) and dislocation networks represent the significant contribution to these extended defects. It is well-known that different types of GBs in mc-Si show different recombination properties. For example, twins on (111) planes usually show little or no recombination activity, whereas low-angle GBs may show a high recombination activity [1]. These low-angle GBs are basically rows of dislocations. It was shown recently that, even within one and the same low-angle GB, regions of different recombination activity may exist, which differ in their type of dislocations representing the GB [2].

In this contribution we show by evaluating PL images of mc-Si solar cells that different GBs may show different degrees of injection intensity-dependent recombination activity. It will be shown by a simplified analytic analysis that this property can be described by an apparent ideality factor of the luminescence $n_{\text{lum}}$ smaller than unity, which corresponds to a bulk recombination current ideality factor $n_1$ larger than unity. The effect is reproduced with numerical device simulations using a usual distribution of defects in the band gap along grain boundaries. In principle, $n_{\text{lum}}$ can be imaged by evaluating $V_\text{oc-PL}$ images taken at different illumination intensities. The difference between the applied bias and the local diode voltages due to horizontal balancing currents may be regarded at least approximately by applying a recently introduced correction method evaluating $V_{oc-PL}$ images at two illumination intensities [3]. In this work this correction method is extended to the evaluation of images taken at 4 different intensities. Based on this knowledge and on 2-dimensional finite element simulations of the cell using an independently measured $J_{01}$ distribution, $n_{\text{lum}}$ of the special GBs are measured. By transmission electron microscopy (TEM) the crystallographic structure of one of these GBs showing and one GB not showing injection-dependent recombination was
It was checked by reverse bias electroluminescence (ReBEL) [4] and hyperspectral PL imaging [5] whether these special GBs show particular defect luminescence.

2. Photoluminescence results

Two cells from different producers were investigated here, both being industrial standard technology Al-BSF (full-area back surface field) type multicrystalline (mc) cells with 3 busbars, 156 × 156 mm² in size. It should be noted that the special GBs reported here have been found also on several other cells of this type, hence they seem to be quite common at least in this type of solar cells. PL measurements have been performed under open circuit and short circuit conditions by using a custom built PL system employing LED illumination at 850 nm (870 nm short-pass filtered) and 950–1000 nm bandpass filtering in front of the thermoelectric-cooled ANDOR iKon-M PV-Inspector camera used with a LINOS inspec.x M NIR 1.4/50 mm objective. All open circuit ($V_{oc}$)-PL images shown and evaluated here are net PL images, hence from all of them a short circuit ($J_{sc}$)-PL image taken at the same illumination intensity and acquisition time was subtracted, see [6]. This procedure makes the PL images equivalent to EL images for the same local diode voltage [7] and corrects for the baseline and illumination light correction remains important. Usually deconvolution of the luminescence images is applied for correcting photon scatter in the detector [8,9]. We have shown recently [10] that, for our band-pass filtered luminescence images, deconvolution leads to minor improvements of the spatial resolution but may degrade the signal-to-noise ratio. Therefore we have not applied spatial deconvolution for most of our results. Only the final result of the image of the luminescence ideality factor will be presented either without or including spatial deconvolution of the luminescence images.

Fig. 1(a) shows a net $V_{oc}$-PL image of the first investigated cell taken at 0.5 sun equivalent intensity (measured by the nominal $J_{sc}$) together with an enlarged insert below. The same images measured at 0.1 sun intensity looked visually very similar. However, when the ratio of the 0.5 to the 0.1 suns images is displayed in Fig. 1(b), some bright lines appear in the enlarged insert, see white arrows. These lines are in the locations of certain isolated lying recombination-active grain boundaries, which look in a) very similar to other grain boundaries. In the ratio image (Fig. 1(b)) other separately lying grain boundaries become invisible, see e.g. dashed white arrows. These GBs obviously show an injection-independent recombination. Some cracks in the lower left of the enlarged region (black arrows) and all regions of a high local density of GBs, which may be considered as extended regions with increased recombination, appear dark in the ratio image b), see circle. This is an effect of the lateral series resistance as will be modelled in the next Section. Note that under $V_{oc}$ condition, in defect regions of high bulk recombination current density $J_{01}$, the dark current dominates, whereas in “good” regions the photocurrent dominates. This leads to lateral balancing currents and thus to lateral diode voltage differences. In defect regions the local diode voltage is always smaller than in good cell regions, and these differences increase with increasing illumination intensity (linear response principle, see [11]). Therefore in these defect regions the local voltage is reduced more strongly at 0.5 suns than at 0.1 suns, leading to the dark contrast in these regions in the ratio image Fig. 1(b).

3. The apparent ideality factor of light emission

3.1. General considerations

It is well-known that Shockley-Read-Hall (SRH) recombination levels having unequal capture cross sections leads to a lifetime $\tau$, which depends on the excess carrier concentration $n$. This dependency can be approximated in a restricted injection range by (see e.g. [12]):

$$
\tau = \frac{1}{n} \left( \frac{1}{\tau_0} - \frac{1}{\tau_1} \right) \frac{n}{n_0} + \frac{1}{\tau_0}
$$

Fig. 1. a) $V_{oc}$-PL image of the first investigated cell at 0.5 sun [colors in a.u.], b) ratio of $V_{oc}$-PL images at 0.5 and at 0.1 suns intensity.
the overlapping action of two SRH defects[13]. For multicrystalline dominating SRH defect homogeneous within the bulk. In reality for termination intensity, the lifetime changes but is assumed to remain again assuming depth-homogeneous than in(4), but the general tendency that for injection-independent thickness $\text{L}_{\alpha}$, we would have in the whole bulk ($V_{\text{di},i} = \text{local diode voltage, } i = \text{position index, } V_{\text{f}} = \text{thermal voltage}$) [7]:

$$n - \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right)$$

(2)

In recombination-active grain boundaries $d > L_{\alpha}$ holds. In this case, again assuming depth-homogeneous $\tau$, we obtain with (1) and (2) a dark current density of ($C, C' = \text{temporary local constants}, J_{\text{01},i} = \text{recombination-independent local saturation current density}$):

$$J(V_{\text{di},i}) = \frac{C}{\sqrt{n_1}} \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right) = \frac{C'}{\exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right)} \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right) = C' \exp\left(1 - 0.5\alpha\right) \frac{V_{\text{di},i}}{V_{\text{f}}} = J_{\text{01},i} \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right)$$

(3)

Hence, the ideality factor $n_1$ of the dark current due to grain boundary recombination in the bulk is expected to depend on $\alpha$ in SRH theory as:

$$n_1 = \frac{1}{1 - 0.5\alpha}$$

(4)

The strong approximation behind Eq. (3) is that, for varying illumination intensity, the lifetime changes but is assumed to remain homogeneous within the bulk. In reality for $L_{\alpha} < d$ a pronounced depth profile of $n$ establishes, leading for an injection-dependent lifetime to a depth profile of $\tau$, which influences $J(V_{\text{di}})$. Moreover, a GB perpendicular to the pn-junction cannot be treated correctly by a 1-dimensional model. This will lead to a slightly different dependence of $n_1$ from $\alpha$ than in (4), but the general tendency that $n_1$ increases with increasing $\alpha$ remains. Such an increased ideality factor has been found for mc-Si cells e.g. by Macdonald et al. [13].

On the other hand, the net luminescence intensity can be described by ($C_i = \text{calibration constant at position i}$) [6,7]:

$$\Phi_i = C_i \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right)$$

(5)

According to Fuyuki [16] $C_i$ is proportional to $L_{\alpha}$, which, for $L_{\alpha} < d$ (where this proportionality is only valid, see [10]), is proportional to $\sqrt{T}$. This leads with (1) and (2) to ($C'_i = \text{voltage-independent calibration constant}$):

$$\Phi_i = C' \sqrt{T(n)} \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right) = C' \left( \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right) \right)^\alpha \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right) = C' \exp\left(1 - 0.5\alpha\right) \frac{V_{\text{di},i}}{V_{\text{f}}} = C' \exp\left(\frac{V_{\text{di},i}}{V_{\text{f}}}\right)$$

(6)

Hence, in recombination-active grain boundary positions, where $L_{\alpha} < d$ can be expected, a recombination-dependent lifetime will lead to an apparent luminescence ideality factor of:

$$n_{\text{num}} = \frac{1}{1 + 0.5\alpha}$$

(7)

For $\alpha > 0$ this is smaller than unity, hence in these regions we expect, due to the saturation of SRH levels, that the luminescence intensity increases with increasing $V_{\text{oc}}$ more strongly than proportionally to $\exp(V_{\text{di}}/V_{\text{f}})$. This is exactly what we observe at the special grain boundaries in Fig. 1(b). Again, for an injection-dependent lifetime, $L_{\alpha}$ is not constant but depth-dependent. Moreover, grain boundaries crossing the pn-junction cannot be treated by a 1-dimensional model, since there is significant horizontal excess carrier current to the GB. This means that (7) does not hold exactly, but the general tendency that $n_{\text{num}}$ decreases with increasing injection-dependence of $\tau$ will remain.

Please note that this apparent luminescence ideality factor smaller than unity does not mean that the basic luminescence equation $\Phi = B_{\text{rad}} n p$ does not hold anymore ($B_{\text{rad}} = \text{coefficient of radiative recombination, } p = \text{hole concentration}$ [7]). This equation still holds at any depth in the cell and for any $V_{\text{oc}}$, but the depth profile of the excess carriers may flatten with increasing $V_{\text{di}}$, which leads for increasing $V_{\text{di}}$ to an increased photon yield per injected electron.

### 3.2. Device simulation results

For explaining the phenomenon of bright GBs in PL images in more detail, we performed two-dimensional numerical device simulations using the software Sentaurus [17]. We simulate a 1 mm wide domain with one vertical grain boundary. The defects in the grain boundary are distributed within the band gap according to a defect-pool model, which was modified from amorphous to defected silicon in [14]. Because there are acceptor-like and donor-like defects, the occupancy of these defects depend on the injection conditions and, with this, so does the stored charge and the band bending. Because the bright GBs shown in Fig. 1(b) are only moderately recombination active, we reduce the defect density by a factor of 10 compared to [14] (see Fig. 5 for p-type therein). We simulated at various illumination intensities, beginning at 0.05 suns, and extracted the PL intensity (number of photons generated by radiative recombination) at open-circuit and at short-circuit conditions, yielding $N_{\text{ph,oc}}$ and $N_{\text{ph,sc}}$. The difference between these two ($N_{\text{ph,net}}$) is proportional to the net PL signal at $V_{\text{sc}}$, which was also evaluated in Sect. 2. The local diode voltages $V_{\text{di}}$ are the local differences of the quasi Fermi levels $E_{\text{F}n} - E_{\text{Fp}}$ at the depth of the pn junction in the considered position. For evaluating the apparent luminescence ideality factor we use the formula:

$$n_{\text{num}} = \frac{V_{\text{di}}^{(1)} - V_{\text{di}}^{(2)}}{V_{\text{f}} \left( \frac{E_{\text{F}n}^{(\text{net})}}{V_{\text{oc}}} \right)^{\alpha}}$$

(8)

where the index 1 and 2 denote simulations at two different but similar illumination intensities differing from each other by a factor of 2 or less.

Fig. 2 shows the resulting ideality factor of the simulated PL intensity in dependence of $V_{\text{oc}}$. The $V_{\text{oc}}$ range between 548 and 631 mV corresponds to an illumination intensity between 0.05 and 2 suns.

---

**Fig. 2.** Simulated apparent luminescence ideality factor as a function of $V_{\text{oc}}$ at the grain boundary and in the intragrain region.
Results for two different parts of the simulation domain are shown: one around the GB, and the other in the remaining intragrain region between two GBs lying 1 mm apart from each other (note the mirroring boundary conditions in these simulations). The lower $n_{\text{sim}}$ at the GB is clearly reproduced. The effect of low $n_{\text{sim}}$ can be created irrespective of bulk lifetime, dopant density etc. and these simulation parameters are therefore not listed in detail. The slight decrease of $n_{\text{sim}}$ also for the intragrain region at high $V_{oc}$ is due to lateral excess carrier diffusion to the grain boundary.

4. Evaluation method of the PL results

In the following a quantitative imaging of $n_{\text{sim}}$ will be attempted. If the local diode voltage $V_{di}$ in any position $i$ would be known, $n_{\text{sim}}$ could be measured simply by measuring $\Phi_i$ at two different voltages $V_{di}(1)$ and $V_{di}(2)$ according to (8). Unfortunately, even at open circuit ($V_{oc}$) condition with an illumination intensity as low as 0.1 suns, in mc-Si cells the local diode voltages $V_{di}$ may differ from $V_{oc}$ by a voltage difference $\Delta V_{di}$ as large as 4.7 mV [10]. For higher intensities $\Delta V_{di}$ becomes correspondingly larger, which becomes increasingly significant. In [3] a method was proposed, based on the linear response principle [11], for calculating $\Delta V_{di}$ by comparing $V_{oc}$-PL images $\Phi_1(i)$ and $\Phi_2(i)$ taken at different illumination intensities, leading to open circuit voltages $V_{oc}(1)$ and $V_{oc}(2)$. It has been found in [3] by evaluating numerical 2-dimensional Spice simulations of a model cell containing extended regions of increased $J_0$ that the voltage response depends linearly on the illumination intensity only for very low intensities but tends to saturate already for intensities $>0.1$ suns. This saturation was described in [3] by defining a non-linearity parameter $X$ according to:

$$\Delta V_{di}(1) = (1+X) \Delta V_{di}(1)$$

(9)

For the considered case $I_{oc}(2) = 2 I_{oc}(1)$, $X = 1$ means linear response, which holds for the case evaluated in [3] only for very small intensities; as a rule there $X < 1$ holds. The value of $X$ depends on several parameters, such as the illumination intensity, the value of $J_0$ in the defect region, the emitter sheet resistance, and also on the defect geometry and strength. Thus, the value of $X$ holding for a certain defect region is generally unknown. In particular, not all defect regions can be assumed to show the same value of $X$.

Altogether we have 4 unknown variables for each position $i$, which are $\Delta V_{di}(1)$, $X$, $C_i$, and $n_{\text{sim}}$. Theoretically, by measuring net $V_{oc}$-PL images at four different illumination intensities (e.g. at 0.1, 0.2, 0.5, and 1 sun), we should be able to obtain all these parameters for each position. Until now the parameter $X$ was defined only for $I_{oc}(2) = 2 I_{oc}(1)$. For the other intensities we may define other non-linearity parameters $Y$ and $Z$ for $I_{oc}(3) = 5 I_{oc}(1)$ and $I_{oc}(4) = 10 I_{oc}(1)$, which are:

$$\Delta V_{di}(1) = (1+Y) \Delta V_{di}(1) \Delta V_{di}(2) = (1+Z) \Delta V_{di}(1)$$

(10)

Fortunately $X$, $Y$, and $Z$ are not independent of each other. By evaluating all simulation points of Fig. 6 in [3] we have found that they all very accurately (maximum error 5%) follow the relation (sums = illumination intensity in suns):

$$\Delta V_{di}(\text{sums}) = \Delta V_{di}^{\text{max}} \left(1 - \frac{a}{\text{sums} + a}\right)$$

(11)

The validity of (11) was proven also by the 2-dimensional finite element cell simulations for various illumination intensities shown below. If the two parameters $a$ and $\Delta V_{di}^{\text{max}}$ in (11) are fitted to $\Delta V_{di}(1)$ and $\Delta V_{di}(2)$, depending on each other for a certain value of $X$ by (9), $\Delta V_{di}(3)$ and $\Delta V_{di}(4)$ for 0.5 and 1 sun may be calculated by (11), leading to the values of $Y$ and $Z$ after (10). Combining (9) and (11) for 0.1 and 0.2 suns leads to the following expressions for the parameters $a$ and $\Delta V_{di}^{\text{max}}$ as a function of $X$:

$$a(X) = \frac{0.2}{1-X} \Delta V_{di}^{\text{max}} = \Delta V_{di}(1) \frac{1+X}{1-X}$$

(12)

This leads with (11) for 0.5 and 1 sun to:

$$\Delta V_{di}^{(3)} = \Delta V_{di}^{(1)} \frac{1+X}{1-0.6X} \Delta V_{di}^{(4)} = \Delta V_{di}^{(1)} \frac{1+X}{1-0.8X}$$

(13)

This leads with (10) to:

$$Y = \frac{1.6}{X} \frac{X}{1-0.6X} Z = \frac{1.8}{X} \frac{X}{1-0.8X}$$

(14)

Hence, if a certain value of $X$ is assumed, this defines $Y$ and $Z$ by (14). For example, for $X = 1$ (linear response) $Y = 4$ and $Z = 9$ emerges, as expected by (10).

Now we may write the expected luminescence intensities for the four net $V_{oc}$-PL images performed at 0.1, 0.2, 0.5, and 1 sun after (5), (8), and (9):

$$\Phi_i^{(1)} = C_i \exp \left(\frac{\nu_i^{(1)} + \Delta V_{di}(1)}{n_{\text{sim} i} V_{\text{th}}}ight)$$

$$\Phi_i^{(2)} = C_i \exp \left(\frac{\nu_i^{(2)} + \Delta V_{di}(2)}{n_{\text{sim} i} V_{\text{th}}}ight)$$

$$\Phi_i^{(3)} = C_i' \exp \left(\frac{\nu_i^{(1)} + Y \Delta V_{di}(1)}{n_{\text{sim} i} V_{\text{th}}}ight)$$

$$\Phi_i^{(4)} = C_i' \exp \left(\frac{\nu_i^{(1)} + Z \Delta V_{di}(1)}{n_{\text{sim} i} V_{\text{th}}}ight)$$

(15)

Since $Y$ and $Z$ are dependent variables after (14), the independent variables in (16) are $C_i$, $\Delta V_{di}^{(1)}$, $X$, and $n_{\text{sim} i}$. We have simulated luminescence intensities after (16) by assuming certain values for these variables and have re-extracted these variables by self-consistently solving Eq. (16) using the equation solver of Matlab [18]. This worked indeed, but only on simulated data without any noise. As soon as we added only 1% statistical noise to the simulated intensities, the evaluation lead to very noisy results. Also the application of this method to experimental luminescence data did not lead to meaningful results. Note that the assumption of the validity of (11) and the assumption made in (6) that $n_{\text{sim}}$ is independent of the diode voltage are only approximations. Therefore we consider the self-consistent solution of (16) for evaluating experimentally obtained luminescence data as not practicable. Instead, we try to obtain these variables step-by-step by using the following strategy: The first step is to calculate the expected distribution of $X$ by performing a 2-dimensional finite element device simulation of our given solar cell. In a previous paper [19] we fitted a Griddler cell model [20] to an existing inhomogeneous solar cell by evaluating DLIT and luminescence images of this cell. The DLIT results used in [19] had a spatial resolution in the order of 1 mm. Since we are interested here in a higher spatial resolution, we use in the Griddler model applied here a high-resolution $J_0$ image obtained from luminescence imaging after [10]. In contrast to [19] we assume here homogeneous values of the grid and contact resistances, which lead to very similar local diode voltage results as that found in [19]. This Griddler model was then used for predicting local diode voltage images at $V_{oc}$ for 0.1, 0.2, 0.5, and 1 sun illumination intensity. This simulation reveals $\Delta V_{di}$ data for these intensities. Fig. 3(a) shows these data for 0.1 sun intensity for the selected region of Fig. 1, the data for higher intensities look qualitatively similar. From the $\Delta V_{di}$ data for 0.1 and 0.2 suns the distribution of $X$ shown in Fig. 3(b) is obtained after (9). We see in this distribution that in most of the area $X$ is well-defined and close to the value of 0.86, which was obtained and used homogeneously in [3]. In these regions also the simulated data for $\Delta V_{di}$ for 0.5 and 1 sun intensity follow Eq. (11) to an accuracy better than 2%. In the strong defect regions $X$ appears to be lower, but these regions will not be evaluated later on. In the regions where $\Delta V_{di}$ comes close to zero (red in Fig. 3(a)), the obtained data for $X$ in Fig. 3(b) show large positive and negative values with sharp transitions. This is an artifact coming from the fact that, in contrast to our model expectation, the regions (lines) of $\Delta V_{di} = 0$ between regions of positive and negative $\Delta V_{di}$ (regions of low and high $J_0$) do not remain at exactly the same positions for varying illumination intensity in reality. This is because of the non-linear dependence of $\Delta V_{di}$ on illumination intensity. Moreover, if the cell is at its global $V_{oc}$, due to the lateral balancing currents not all regions within the cell are at their individual $V_{oc}$. Therefore in these regions of low $\Delta V_{di}$ the prediction (9) does not hold, leading to...
meaningless values of \(X\) there. On the other hand, these ‘wrong’ \(X\) data do not influence the result too much, since, if \(\Delta V_{\text{d}}\) is very small, also the voltage differences for higher intensity remain small and an error in \(X\) is insignificant. Therefore, in the following evaluations we have set all values above 1 to 1 and all values below 0.5 to 0.5.

In the next step \(n_{\text{lum}}\) and \(G_i\) are determined simultaneously by a fit of the luminescence data between 0.1 and 1 sun intensity. With the known values of \(\Delta V_{\text{d,i}}\) and \(X\) each nominator of the exponential terms in (16), which is the local diode voltage \(V_{\text{d,i}}\), can be calculated with \(Y\) and \(Z\) obtained after (14). Applying a linear fit to the logarithmic luminescence signal \(\Phi_{\text{lum}}\) of all four net \(V_{\text{oc}}\)-PL images over their corresponding local diode voltage \(V_{\text{d,i}}\) leads to a linear function with the slope 1/(\(n_{\text{lum}}V_{\text{d,i}}\)) and the offset \(\ln(C_i')\), see also (8). Fig. 3(c) and (d) show the determined \(n_{\text{lum}}\) without and including image deconvolution after [9] applied to the luminescence images, respectively. As it was discussed already in [10], this correction only leads to a sharpening of dark lines, which, however, is necessary here for improving the accuracy of the results for a single grain boundary. We see that in most of the area outside of the defect regions \(n_{\text{lum}}\) is lying homogeneously between 0.94 and 0.95. At the special grain boundaries, which appeared bright in the ratio image in Fig. 1(b), the value of \(n_{\text{lum}}\) in Fig. 3(d), which is based on the deconvoluted luminescence images considered to be more correct, reduces down to a value of 0.89. In the defect regions \(n_{\text{lum}}\) is strongly fluctuating. We assume that this is also an artifact coming from the fact that our approximation (11) for describing the non-linearity of the voltage difference to \(V_{\text{d}}\) does not hold anymore in regions of strongly fluctuating \(J_{\text{oc}}\). Hence, we believe that in these defect regions the PL evaluation method described in this Section is not applicable. The same holds for the regions close to the busbars, which appear to show \(n_{\text{lum}} > 1\). Here we are at the border between illuminated and shadowed regions, where Eq. (11) also does not hold anymore.

5. ReBEL, SEM, TEM, and hyperspectral PL imaging results

For obtaining more information on the physical nature of the special GBs showing intensity-dependent recombination and of other GBs not showing this effect, reverse-bias electroluminescence (ReBEL [4]), scanning electron microscopy (SEM), transmission electron microscopy (TEM) and hyperspectral PL imaging [5] has been applied, the latter to another cell region in a parallel wafer showing similar grain boundaries. It was shown in [4] and also in [21] that defect-induced (type-2) breakdown occurs predominantly at strongly recombination-active GBs. This breakdown is caused by iron silicide needles [22], and the recombination activity of these GBs is most probably due to iron contamination. Fig. 4(a) shows a superposition image of the \(V_{\text{oc}}\)-PL image of the detail in Fig. 1(a) in grey with the ReBEL image of this region at – 14 V in red. This image shows that the special GB showing injection-dependent recombination (arrow b) shows no or only a few breakdown sites, as does a GB showing no injection-dependent recombination (arrow a). As found already in [21], also here most breakdown sites are found in the GB clusters.

The SEM image of GB a at the top of Fig. 4(b) shows that this GB is only weakly attacked by the texturing etch, whereas GB b in Fig. 3(c) is strongly attacked. The TEM image of GB a in the bottom of Fig. 3(b) was taken in [110] viewing direction on a Philips CM 20 T electron microscope. The GB is lying somewhat inclined to the surface normal. The selected area diffraction pattern in the inset shows that this is a small angle GB with a tilt of approximately 1.7°. GB b in Fig. 4(c), on the other hand, is a large angle GB. The high-resolution TEM (HRTEM) image in Fig. 4(c) was taken at a FEI TITAN 80–300 microscope. Also here the GB is inclined to the surface. Here only the upper grain could be oriented to [110] but not the lower one. Separate diffraction patterns obtained on both grains yielded a relative grain misorientation angle of about 29.7°.

Hyperspectral photoluminescence imaging provides a near infrared spectrum for each pixel in the recorded image, and has been performed to get information of the spatial distribution of different types of radiative defects [5,23,24]. Local low-temperature luminescence emission spectra of different grain boundaries have already been published by Tajima et al. [25]. Hyperspectral PL images were obtained by using a NIR hyperspectral pushbroom camera (SWIR, Specim, Finland). The HgCdTe detector has a spectral sensitivity in the 929–2531 nm (0.49–1.33 eV) range with a resolution of 6 nm (256 bands). The spatial resolution in this study was 27 and 116 µm. As excitation source, an 808 nm line laser was used with an irradiated power density of approximately \(2 \text{W/cm}^2\) (Lasiris Magnum II). To prevent laser beam
reflections from entering the camera’s optics, a 1000 nm low-pass filter was used. The sample was cooled to 90 K on a polished aluminum surface on top of a cryogenic cooler filled with liquid nitrogen.

To separate the different radiative defects, a multivariate curve resolution analysis (MCR) was carried out [26]. MCR is a mathematical method in multivariate statistics for deconvoluting complex, convoluted signals composed of several discrete, simultaneously occurring signals and can be represented mathematically by Eq. (16):

\[ D = CS^T + E \]  

(16)

In MCR, the measured data, matrix \( D \), are decomposed into a number of representative scores in matrix \( S^T \), with corresponding loading vectors in \( C \). An error matrix, \( E \), represents the difference between the recorded and the simulated signal. An alternating least squares (ALS) algorithm is used to minimize \( E \). The different radiative defects are manifested as different components, with images of the spatial distribution of each defect in \( S^T \) and their corresponding spectrum in \( C \). The MCR algorithm in PLS_Toolbox version R8.2.1 (Eigenvector Research, Inc., USA) running on MATLAB R2016b (The MathWorks, Inc., USA) was used in this study.

The hyperspectral investigations were made on a passivated wafer, which is a neighboring wafer of the second investigated cell produced by the same technology as the first one. Fig. 5(a) shows a \( V_{oc} \)-PL image of a typical region in this second cell and (b) shows the ratio image using \( V_{oc} \)-PL images at 1 and 0.1 suns, respectively. Again, in the ratio image some special grain boundaries show up as bright lines, one of
them is indicated as a white ellipse. Another grain boundary, which does not appear bright in Fig. 5(b), is marked as a dashed ellipse. In Fig. 5(c) and (d) the positions of the special GBs showing injection-dependent recombination are marked as white lines.

The hyperspectral analysis of the neighboring wafer of this region revealed 5 spectral components between 0.49 and 1.3 eV photon energy. Fig. 5(c) and (d) show the distribution of 4 of these components in this region. Component 1 is the band-to-band PL, not shown here, but the spatial distribution is anti-correlated with component 2’s, i.e., band-to-band PL in the dark areas of Fig. 5(d). Component 2 is identified as Type A defect, cf. [27], areas where the component’s PL spectrum has peaks at 0.94 eV (D3) and at 1.00 eV (D4). The white lines show no correlation with neither band-to-band PL nor Type A defects, since the white lines are distributed approximately evenly between them. Component 3, 4 and 5 can be tentatively identified as interstitial iron, Fe_i, cf. [28], a Type B defect (D1), cf. [27] and VID3 of unknown origin, cf. [29], respectively. None of the special GBs, except of the one marked by the ellipse denoted with a solid white line, shows any significant defect luminescence. The marked GB shows luminescence of components 3, 4 and 5. A close-up image of the spatial distribution and respective spectra of these components, is shown in Fig. 6. The analysis shows that there are three spectral components (comp 3, 4, and 5) present in the GB. However, in spite of the relatively homogeneous appearing recombination strength of the GB visible in Fig. 5(a), the distribution of the different luminescence components is very inhomogeneous.

6. Discussion and conclusions

In this contribution evidence has been presented that, in certain special grain boundaries, the recombination is significantly injection-intensity-dependent. This can easily be proven by displaying the ratio of $V_{oc}$-PL images taken at different illumination intensities. In these images these special GBs show up as bright lines, whereas other GBs and GB clusters do not or show up as dark areas. This injection dependence leads, if the recombination activity is high enough, to an apparent ideality factor of the luminescence smaller than unity. We hypothesize that this is the mechanism responsible for the observed injection-dependent recombination of these special GBs. This interpretation is supported by the Sentaurus simulations, which have revealed that the apparent luminescence ideality factor smaller than unity only appears if the density of states at the GB is moderate. It would be very interesting to compare our results with nano-XRF studies as performed e.g. by Bernardini et al. [30].

These results are a contribution to a deeper understanding of the electronic behavior of GBs in mc solar silicon material. As usual, the results raise more questions than they answer. Thus, the connection between an observed luminescence ideality factor smaller than 1 to a recombination ideality factor larger than 1 for a GB going into the depth of the material still has to be established. Also the method for measuring (imaging) the luminescence ideality factor under the influence of horizontal balancing currents still has to be improved. Generally, understanding the connection between spectral defect luminescence and the electronic properties of GBs and other defects is still at its beginning.
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