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Classical nuclear motion coupled to electronic non-adiabatic transitions
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Based on the exact factorization of the electron-nuclear wave function, we have recently proposed
a mixed quantum-classical scheme [A. Abedi, F. Agostini, and E. K. U. Gross, Europhys. Lett.
106, 33001 (2014)] to deal with non-adiabatic processes. Here we present a comprehensive de-
scription of the formalism, including the full derivation of the equations of motion. Numerical re-
sults are presented for a model system for non-adiabatic charge transfer in order to test the perfor-
mance of the method and to validate the underlying approximations. © 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4902225]

. INTRODUCTION

Among the ultimate goals of condensed matter physics
and theoretical chemistry is the atomistic description of phe-
nomena such as vision,' photo-synthesis,*> photo-voltaic
processes,>® proton-transfer, and hydrogen storage.’!?
These phenomena involve the coupled dynamics of electrons
and nuclei beyond the Born-Oppenheimer (BO), or adiabatic,
regime and therefore require the explicit treatment of ex-
cited states dynamics. Being the exact solution of the full
dynamical problem unachievable for realistic molecular sys-
tems, as the numerical cost for solving the time-dependent
Schrodinger equation (TDSE) scales exponentially with the
number of degrees of freedom, approximations need to be
introduced. Usually, a quantum-classical (QC) description of
the full system is adopted, where only a small number of de-
grees of freedom, e.g., electrons or protons, are treated quan-
tum mechanically, while the remaining degrees of freedom
are considered as classical particles, e.g., nuclei or ions. In
this context, the challenge resides in determining the force
that generates the classical trajectory as effect of the quan-
tum subsystem. As the BO approximation breaks down, this
electronic quantum effect on the classical nuclei cannot be
expressed by the single adiabatic potential energy surface
(PES) corresponding to the occupied eigenstate of the BO
Hamiltonian. An exact treatment would require to take into
account several adiabatic PESs that are coupled via elec-
tronic non-adiabatic transitions in regions of strong coupling,
as avoided crossings or conical intersections. In the approxi-
mate QC description, however, the concept of single PES and
single force that drives the classical motion is lost. In order
to provide an answer to the question “What is the classical
force that generates a classical trajectory in a quantum envi-
ronment subject to non-adiabatic transitions?,” different ap-
proaches to QC non-adiabatic dynamics have been proposed
for the past 50 years,'>3 but the problem still remains a
challenge.
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This paper investigates an alternative point of view on
this longstanding problem. The recently proposed exact fac-
torization of the electron-nuclear wave function®®3’ allows
to decompose the coupled dynamics of electrons and nu-
clei such that a time-dependent vector potential and a time-
dependent scalar potential generate the nuclear evolution in
a Schrodinger-like equation. The time-dependent potentials
represent the exact effect of the electrons on the nuclei, be-
yond the adiabatic regime. This framework offers the same
advantages of the BO approximation, since the single force
that generates the classical trajectory in the QC description
can be determined from the potentials. We have extensively
investigated the properties of the scalar potential*®" in situ-
ations where it can be calculated exactly, by setting the vector
potential to zero with an appropriate choice of the gauge, also
in the context of the QC approximation.

In a recent Letter*' we have proposed an approximation
to the vector and scalar potentials, that leads to a new mixed
QC (MQC) approach to the coupled non-adiabatic dynamics
of electrons and nuclei. In the present article, a full derivation
of the equations of motion is given. The new MQC scheme
is presented as zeroth order approximation to the exact elec-
tronic and nuclear equations and intends to adequately de-
scribe those situations where nuclear quantum effects asso-
ciated with zero-point energy, tunnelling or interference are
not relevant. It is worth noting that the factorization, and the
consequent decomposition of the dynamical problem, is irre-
spective of the specific properties, e.g., the masses, of the two
sets of particles. Therefore, it can be generalized to any two-
component system.

The paper is organized as follows. In Sec. II we recall
the exact factorization.>®3” The procedure to derive the clas-
sical limit of the nuclear equation is described in Sec. III, with
reference to the most common approaches to QC dynamics.
The new MQC scheme is presented in Sec. IV and applied to
a model system for non-adiabatic charge transfer in Sec. V.
Here, apart from testing the performance of the new algo-
rithm, the hypothesis underlying the classical approximation
are validated by the numerical analysis. Our conclusions are
presented in Sec. VI.
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Il. THEORETICAL BACKGROUND

In the absence of an external field, the non-relativistic
Hamiltonian

H=T,+Hyg, )

describf:s a system of interacting nuclei and f:lectrons.
Here, 7, denotes the nuclear kinetic energy and Hy,(r, R)
= 71([) + Ve’n(g, R) is the BO Hamiltonian, containiné tHe
electronic kinetic alergy f"e (r) and all interactions Ve’n(g, R).

As recently proven,’®37 the full wave function, W(r, R, 1), so-
lution of the TDSE T

AY(r, R, 1) = ifid, ¥(r, R, 1), )
can be written as the product
W(r, R, 1) = Dy, xR, 1), (3)

of the nuclear wave function, x (R, ), and the electronic wave
function, dDB(g, t), which pararﬁ:trically depends of the nu-

clear configuration.*> Throughout the paper the symbols r, R
indicate the coordinates of the N, electrons and N, nuclei, re-
spectively. Equation (3) is unique under the partial normaliza-
tion condition (PNC)

/dglcbg(g, D=1 VRt “4)
up to within a gauge-like phase transformation

AR —> FR, 1) =e "BO¥R, 1),

. %)
Pp(r. 1) — Dg(r. 1) = e RVDp(r, 1).
The evolution equations for @B(I:‘, t) and X(g, 1),
(H, — €(R, 0))Pg(r, 1) = i1, Py(r, 1), (6)
H,xR.1) = ifid, xR, D), @)
14,43,44

are derived by applying Frenkel’s action principle
with respect to the two wave functions and are exactly
equivalent36’37 to the TDSE (2). Equations (6) and (7) are
obtained by imposing the PNC*:*® by means of Lagrange
multipliers.

The electronic equation (6) contains the electronic
Hamiltonian

H, = Hyo@ R) + Uer [ @y, 11, ®)

which is the sum of the BO Hamiltonian and the electron-
nuclear coupling operator Ug;"" [Pg. x],

Ua[®g. x]

U1 [k, - AR P
= ; 7 5

n (—iﬁVUX

X
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In Eq. (6), e(g, t) is the time-dependent PES (TDPES), de-
fined as

R, 1) = (P()|H,, — ifid,| DR (1)) (10)

e
U5 and €(R, 1), along with the vector potential A(R, 1),
AR, 1) = (DD —~ ihvvd>§(t))£, (1)

mediate the coupling between electrons and nuclei in a for-
mally exact way. Here, the symbol (- |- ), stands for an inte-

gration over electronic coordinates.
The nuclear evolution is generated by the Hamiltonian

. " [-iAV, + A (R, Ik
AR H=Y" TR

v=1

+e@®.D,  (12)

according to the time-dependent Schrodinger-like equation
(7). The nuclear wave function, by virtue of the PNC, repro-
duces the exact nuclear N-body density

TR, 1) = xR, 1) = /dgmf(g, R (13)

that is obtained from the full wave function. Moreover, the
nuclear N-body current density can be directly obtained from

xR, 1)

[Im(x*R. )V, xR, 1) + TR, DA, R, 1)]
M, ’
(14)
thus allowing the interpretation of x (R, #) as a proper nuclear
wave function. o
The scalar and vector potentials are uniquely determined
up to within the gauge transformations

€R. 1) = ER, 1) = €R, 1)+ ,0R. 1),

J,R.1) =

- (15)
AR, 1) > AR, 1) = AR, 1)+ V,0(R, 7).

The uniqueness can be straightforwardly proved by fol-
lowing the steps of the current density version*’ of the
Runge-Gross theorem.*® In this paper, as a choice of gauge,
we introduce the additional constraint €., (R, 1) = (Pg(?)]
— if1d, Pg(1)), = 0, on the gauge-dependent component of
the TDPES. Therefore, this scalar potential will be only ex-
pressed in terms of its gauge-invariant™®-* part, €, (R, ). It
follows that the explicit expression of the TDPES is

R, 1) = € (R, 1) = (Pg(t)| Hyo | Dg(1)),

AR, 1)
2Mm, |’

N
n h2
+) [W<VU<I>R<r>|VV<I>R<t)>r -
v=I v

(16)

where the second line is obtained from the action of the opera-

tor 05 [®g, x]in Eq. (10) on the electronic wave function.

In the following, the electronic equation will be repre-
sented in the adiabatic basis. Therefore, it is worth introduc-
ing here the set of eigenstates {gal({ )(g)} of the BO Hamilto-

nian with eigenvalues Eg)o (R). We expand the electronic wave
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function in this basis

Op(r, 1) = Z C; R, Dy (® (17)

as well as the full wave function

W(r,R, 1) = ZF (R. t)go(”(_). (18)

The coefficients of Eqs. (17) and (18) are related by
C,R. xR, 1) = F,R, 1), (19)

which follows from Eq. (3). |F (R, 1)|? is interpreted as the
amount of nuclear density that evolves “on” the jth BO sur-
face, as the nuclear density can be written as

IXR.OF =) |F,R.0, (20)
J

by using the PNC and the orthonormality of the adiabatic
states. In this basis, the PNC reads

YICGR D=1 YR.1. @21)

J

lll. THE CLASSICAL LIMIT

The nuclear wave function, without loss of generality, can
be written as*

XR. 1) = exp [%8(5 r)}, (22)

with S(R, ) a complex function. We suppose now that this
function can be expanded as an asymptotic series in powers
of #i, namely, SR, 1) = > #°S, (R, 1). Inserting this expres-
sion in Eq. (7), the lowest order term, SR, 1), satisfies the
equation

—0,SR, 1) = H,R,{V, SR, )}, v - 1), (23)
with H,, defined as

—Z

Equation (23) is obtained by considering only terms up to
O(#°) and is formally identical to the Hamilton-Jacobi equa-
tion, if Sy(R, #) is identified with the classical action and, con-
sequently, _VV So(R, 1) with the vth nuclear momentum,

V,S5R, 1) =P,. (25)

[V, SR, z) +A, R, N7

+e®R ). (24

\)

Therefore, Sy(R,?) is a real function and Eq. (24) is the
classical Hamiltonian corresponding to the quantum opera-
tor introduced in Eq. (12). It is worth noting that the canoni-
cal momentum derived from the classical Hamiltonian, as in
the case of a classical charge moving in an electromagnetic
field, is

PR, 1)=V,SR.0)+A,R, 0. (26)

Here, it is important to note that in taking the classical limit
(24) of the nuclear Hamiltonian ﬁn in Eq. (12), we have fol-
lowed a standard procedure: the form (22) of the nuclear wave
function is inserted in the nuclear TDSE (7) and the action of

TH-2014-46
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the Laplacian operator is determined. We recall here that the
action of the vector and of the scalar potential is simply mul-
tiplicative despite their rather complicated nature, comprising
all the effect from the time-evolving electronic wave function.
When only terms up to within O(#°) are considered, Eq. (24)
is obtained. This procedure leads to a suitable approximation
to nuclear dynamics when potentials vary slowly on the scale
of the nuclear wave packet. For example, from our previous
studies, 30 we know that when the exact TDPES exhibits
steps that bridge piecewise adiabatic shapes of the TDPES,
the assumption of a slowly-varying potential is not valid and
the classical approximation is likely to fail.

Alternatively, Eq. (24) can be derived by using a polar
representation of x (R, ¢) and obtaining two coupled equations
for the phase and the modulus. When the so-called “quantum
potential”!®->%-5 is neglected in the evolution equation for the
phase, Eq. (23) is recovered.

A more intuitive, less rigorous, step in the process of ap-
proximating the nuclei with classical particles is the identifi-
cation of the nuclear density with a §-function,’® namely,

xR, D> = 3R — R (1)), @7

where the symbol R (r) indicates the classical positions at

time 7. R(¢) is the classical trajectory.

Equations (25) and (27) are the conditions for the nu-
clear degrees of freedom to behave classically. They can be
obtained by performing the following limit operations

#i— 0 (a),

(28)
¥ — 0 (b).

Equation (28a) follows from the fact that we consider only
terms O(#°) in Eq. (22). In Eq. (28b), ¥ indicates the variance
of a Gaussian-shaped nuclear density, centered at the clas-
sical positions Bd(t), that becomes infinitely localized as in
Eq. (27), when the limit operation is performed. The effect of
Egs. (28a) and (28b) is

—ifiV, xR, 1)

V. SR, ¢
O »5o® 0

ith—0, (29

IC;R. 0| — [C;()] if &0, (30)

where the term —iAV  x/x appears explicitly in the definition
of the electron-nuclear coupling operator given in Eq. (9). In
order to prove Eq. (29), we replace the nuclear wave function
with its A-expansion and we then take the limit # — 0. Only
the zeroth order term survives, leading to Eq. (29), equivalent
to

—ihV, xR, 1)

=P. 31
xR, 1) ' Gb

It will appear clear later that such term in the electronic equa-
tion is responsible for the non-adiabatic transitions induced
by the coupling to the nuclear motion, as other MQC tech-
niques, like the Ehrenfest method or the trajectory surface
hopping,’®8 also suggested. Here, we show that this term can
be derived as the # — 0 limit in the exact equations, but it rep-
resents only the lowest order contribution in a #-expansion.
Moreover, this coupling is expressed via P, = V Sy (R, 1),
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that is not the canonical momentum appearing in the classi-
cal Hamiltonian (whose expression is given in Eq. (26)).

Equation (30) implies that the moduli of the coefficients
C. L t) in the expansion (17) become constant functions
of R when the nuclear density is infinitely localized at the
classical positions. Indeed, when the classical approxima-
tion strictly applies, the delocalization or the splitting of a
nuclear wave packet is negligible (¥ — 0). Therefore, any
R-dependence can be ignored and only the instantaneous
classical position becomes relevant. It is worth underlining
that this same hypothesis is at the basis of several MQC
approaches'®3%37 and applies to the moduli and to the phases
of the coefficients Cj(g, t) = |Cj(§, t)| exp [(i/h)ﬁj(g, B)].
Here, we try to give a rigorous explanation of this assump-
tion for the moduli, IC;R, 1), and we comment on the spatial
dependence of the phases (R, 1), in Sec. IIL A.

Let us first suppose that x (R, 1) is a normalized Gaussian
wave packet, namely, B

IXR, D> = Gz (R — R (1)), (32)

centered at R(¢) with variance ¥. In the classical limit,
|x (R, 1)|? reduces to a §-function at R (¢), consequently at

each point R where |x (R, t)|? is zero, all terms on the right-
hand side of Eq. (20) have to be zero, since they are all non-
negative. Therefore, | F ; (I:{, 1)|? should become §-functions at

R (1) V. Since we are interested in this limit, we represent
each |F;R, 1)|* by a not-normalized Gaussian (F;R, 1) is
not normalized), centered at different positions, R’(¢), than
gd(t). Using this hypothesis, Eq. (20) becomes B

GyR-RI0)) =) Bj(G, R-R/(1).  (33)
J

where ) ; sz.(t) =1 accounts for the normalization of
xR, 7). The pre-factors BJZ. (1) have been introduced because
each F;(R, 1) is not normalized, G, (R — R-’ (1)) is instead a
normalized Gaussian centered at RJ (t) with variance ;. The
variances ¥ and o are allowed ‘to be time- dependent even

if we are not explicitly indicating this dependence. We will
prove the following statements

) X=o0;Vjt (34)

(i) R = R/ (1) V. 1. (35)

To this end, we compare the behavior of both sides of Eq. (33)
for R — +oo: we need to show that

C(®w0) | (xr0)

= lim ZB(:)_E g LG

R—) +oo

where we wrote explicitly the expressions of the Gaussian
functions in Eq. (33). The leading term on the right-hand side

of Eq. (36) has to satisfy the condition
lim e ~=RP
IR|—00

TH-2014-46

<00 Vj (37)
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or, equivalently,

0;7-27>0=0] <% V| (38)

A similar argument is applied to the Fourier Transform (FT)
of both sides of Eq. (33)

Gy pik) = Z Bi(0)G; g &), (39)

where

iR k

A . c _ ¢ = -Skp
Gy pi(K) = FT[Gz(R—RN|(K) = ——e = = (40

(and similarly for G~ R,(k)) with £ =X /2. The Gaussian

transforms to another Gaussmn with inverse variance, and if
we calculate the limit |k| — oo, we obtain a relation similar
to Eq. (38), namely,
57— 52 >0=0; >3 Vj. (41)
Equations (38) and (41) are simultaneously satisfied if
oi=%"=0,=% Vj (42)

and this proves statement (34). In order to prove statement
(35), we study the behavior of Eq. (33) at EC' (t), namely,

R (1)-RI (1))
1= Bine = . (43)
J

Since the pre-factors sz.(t) sum up to one, the relation
R/(n =R"() (44)
must hold, since 0 < exp[—[gd(t) —gj(t)]z/Ez] <1 if

gj (t) # gd(t). Using Eq. (19), we can now show that
1
BX1)G, R—R/(1) ]’

IC;(R, 1) Gy® _R(0)

= B,(1), (45)

or in other words |C ; (g, t)| is only a function of time and is
constant in space. It is worth noting that Eqs. (42) and (44)
have to be valid at all times.

As a consequence of the discussion presented so far, we
obtain that the exact (quantum mechanical) population of the
BO states as function of time

p )= [ dRIF,R D (46)
must equal the population calculated as
IC,(0)° = / dR|C;(1)]*5R — RY(1)), (47)

when the classical limit is performed.

A. Spatial dependence of the phases

We will discuss in this section why the phases ¥ ;(R, 1)
of the coefficients C (R, ?) in Eq. (17) will be cons1dered
constant functions of R, similarly to the moduli IC;(R, 1)l
as shown above in Eq. (45). We mention again that this
hypothesis is usually introduced in the derivation of other
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MQC approaches'® %57

approximation.
First of all, we introduce the expression of the vector po-
tential in the adiabatic basis

AR )=—ihY CiR.OCR, t)(qo(”lvufﬂif))
j.k

+ 2 1C,R DV, 2R, 1) (48)
J

and we try here to justify this

and we define the quantities

ALR. 1) = =it Y CHR. C,R, d') (R),  (49)
J.k

AJR.D =) IC,R.DPY, R, 1. (50)
J
We used here the definition of the first order non-adiabatic
coupling (NAC) d}) (R) = (g’ |V, ¢’),. Moreover, the
symbol ¢;(R, 1) will be used to indicate the phase of the co-
efficient F (R, 1), of the expansion (18).

We w1ll show now that the dependence on the index j
of the phases ¥;(R, ) can be dropped. This is done by relat-
ing the quantlty v, 7;(R, 1) to the rate of displacement of the
mean value(s) of |X(R ,1)] and |F; (R, 1)|. We are going to use
again the hypothesis of a Gaus51an shaped nuclear density,
which infinitely localizes at Bd(t) in the classical limit.

Two equivalent exact expressions for the expectation
value of the nuclear momentum are obtained from Egs. (3)
and (18), namely,

E-

f dRIV,SR. 1)+ A, R, D] xR, )

=/d5 Y IC,R. DPY,$,R. 1)+ ALR. D | [xR. D),
J

(S

where S R, 1) is the phase of x R, ). The identity of the terms
in square brackets under the integral signs follows

P,R.N+AR )= [C,0PV,$,R.1)+AR. D,

: (52)
where the approximations used here are (i) replacing S(R, ?)
with S)(R, 7) from Eq. (23) (then using Eq. (25) for the nu-
clear momentum) and (ii) neglecting the spatial dependence
of |C ;(R, )] (as proven, in Eq. (45), to be consistent with the
classical treatment of the nuclei). As will be derived in the
Appendix, the term on the left-hand side of Eq. (52) can also
be written as

P,R.1)+A,R. 1) = MRJ), (53)

where Rﬁl(t) Vv is the displacement rate of §Cl (t), the
mean value of the nuclear density. If we define the quantity
P (R, 1) = V,¢,(R, 1), Eq. (52) can be rewritten as

MRIO =Y ICOPPIR. ) +ALR. D), (54)
J

TH-2014-46
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where the PNC Z]-|Cj(t)|2 = 1 has been used. By analogy
with Eq. (53), the term in parenthesis can be defined as

M,RI(t) = P/(R. 1) + A (R, 1), (55)

the momentum associated to the motion of the mean value
R/(¢) (Vv) of the BO- projected wave packet F; (R, 1). This is
also consistent with our previous statement*’ on  the connec-
tion between the phase ¢;(R, 1) and the propagation veloc-

ity of R/(¢) based on semi-classical arguments. Therefore, we
obtain

R0 =Y Ic,0PR @), (56)
J

but since Eq. (44) states that R”l (1) = Rj (t) V1, the equality

Rd(t) = R] (t) holds. Equation (56) becomes an identity due
to the PNC.

We have shown that the term in parenthesis in Eq. (54) is
independent of j, namely,

V,6;R,1)=V,0R, 1) V. (57)
If we also use Eq. (19), then Vj the relation
V, %R 1) =V, SR, 1) = V,0,R. 1)
=V,5R, 1) -V, 0R, 1) =V, 3R, 1) (58)

holds. This result is used in the gauge condition, which we
recall here

egp®R, 1) = (Dp(D)] — ifid,| (1), = (59)
In the adiabatic basis, it becomes
Y IC,0F80;R, 1) =0. (60)
J

Within the classical treatment of nuclear dynamics, the chain
rule’® 9, =", Rv -V, can be used, due to the relation be-
tween time and nuclear space represented by the trajectory
R, t — R‘l (#). Therefore, the gauge condition (60), together
with Eq. (58), leads to the relation

ZRV V2R, 1) =0. 61)

If Rv # 0, from Eq. (61) we derive
V,0R, 1) =0 (62)

since no particular relation among V ¥ (R, ¢) for different val-

ues of the index v exists, that guarantee_s that the sum is ex-

actly zero. At the classical turning points, where the nuclear

velocity is zero, the value of V ¢#(R, t) cannot be defined by

Eq. (61). In this case, we will anyway consider Eq. (62) valid.
The main results obtained from this discussion are

C.R.1) = C;(1), (63)

to be used in the electronic evolution equation (6) when the
wave function ®g(r, ¢) is expanded on the adiabatic basis, and

the approximated expression of the vector potential

AR, 1) =—ifi Y CIOC(nd) (R, (64)

J.k
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consistent with the classical limit (since A} (R, ) in Eq. (50)
is identically zero). o

Equation (63), however, breaks the invariance of the
electron-nuclear dynamics under a gauge transformation. For
instance, the force term V e, (R, ) =0 independently of
the choice of the gauge, where we recall that e, (R, 1)
= (Pg(t)| — i#0,Pr(?)), is the gauge-dependent compo-
nent’” of the TDPES in Eq. (16). It follows that a gauge,
compatible with the approximation C (R 1) = C (1), has
to be chosen, like the gauge adopted in our calculatlons
eqpR, 1) =0.

IV. MIXED QUANTUM-CLASSICAL EQUATIONS

The effect of performing the classical limit in Egs. (6)
and (7) will be used here to determine the MQC equations of
motion as the lowest order approximation to the exact decom-
position of electronic and nuclear motion in the framework of
the factorization of the full wave function.

The classical trajectory is determined by Newton’s
equation®

P,=-V,e+dA, —V,xB,+> F, ., (65
V'#v

withV, = P,/M,. Asin Ref. 41, Eq. (65) is derived by acting
with the gradient operator V, on Eq. (23) and by identifying
the total time derivative operator as 9, + ), V,, - VIt can
be easily proven that Eq. (65) is invariant under a gauge trans-
formation: also in the classical approximation, the force pro-
duced by the vector and scalar potentials maintains its gauge-
invariant property, as indeed happens in the exact quantum
treatment. Henceforth, all quantities depending on R, ¢ be-

come functions of R (¢), the classical path along which the

action SO(BCI (1)) is stationary.

The first three terms on the right-hand side produce the
electromagnetic force due to the presence of the vector and
scalar potentials, with “generalized” magnetic field

B, R'(1) =V, x A, R (1)). (66)

The remaining term

F,, R 1)
=-V, xB,, R (1)

+1(V, - VA RT@) — (V, - VA, RV )] (67)

is an inter-nuclear force term, arising from the coupling with
the electronic system. Equation (67) shows the non-trivial ef-
fect of the vector potential on the classical nuclei,®*¢! as it
does not only appear in the bare electromagnetic force, but
also “dresses” the nuclear interactions. In those cases where
the vector potential is curl-free, the gauge can be chosen by
setting the vector potential to zero, then Eqgs. (66) and (67)
are identically zero. Only the component of the vector poten-
tial that is not curl-free cannot be gauged away. Whether and
under which conditions curl A (R t) = 0 is, at the moment,
subject of investigations.5?

TH-2014-46
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The coupled partial differential equations for the coeffi-
cients C;(R, 1) in the expansion of the electronic wave func-
tion on the adiabatic states simplify to a set of ordinary differ-
ential equations in the time variable only

C(t) = ——[e(” —€lC;(+ Y C(OU,. (68)
k

where all quantities depending on R, as GI(EJ)O’ € and U, i have

to be evaluated at the instantaneous nuclear position. The
symbol Uy is used to indicate the matrix elements (times

—i/t) of the operator Us” [®g. x] on the adiabatic ba-
sis. Its expression, using the first and second order d? R)

Jjk,v
=(V, “>|v or )r NACs, is

r

8 [i (A2 VvV, -A
_ jk v v v
Uy = § —[f—i (—2 +AV-VVSO>+ 3 ]

v

LT o ifi ) @
_ZM [d/kv v, S, — 2(v -dy), —di )|
(69)

Similarly, the TDPES can be expressed on the adiabatic basis
as

€R.1) = Z|C O ey +if > CxOC,(OU;,  (70)

J.k

while the vector potential is given by Eq. (64).

The electronic evolution equation (68) contains three dif-
ferent contributions: (i) a diagonal oscillatory term, given by
the expression in square brackets in Eq. (68) plus the term
in parenthesis in the first line of Eq. (69); (ii) a diagonal
sink/source term, arising from the divergence of the vector
potential in Eq. (69), that may cause exchange of populations
between the adiabatic states even if off-diagonal couplings are
neglected; (iii) a non-diagonal term inducing transitions be-
tween BO states, that contains a dynamical term proportional
to the nuclear momentum (first term in the second line of
Eq. (69)), as suggested in other QC approaches’®>® and a
term containing the second order NACs. In particular, the dy-
namical non-adiabatic contribution follows from the classical
approximation in Eq. (29) and drives the electronic population
exchange induced by the motion of the nuclei.

The MQC scheme derived here introduces new contri-
butions, both in the electronic and in the nuclear equations
of motion, if compared to the Ehrenfest approach (see, for in-
stance, the first line in Eq. (69) or the second term on the right-
hand side of Eq. (70)). The study of the actual extent and the
effect of this corrections to Ehrenfest dynamics is beyond the
scope of this paper and shall be addressed by investigating a
wider class of problems than the simple model presented here.
For instance, it would be interesting to analyse those situa-
tions where the vector potential plays an important role. This
analysis goes hand-in-hand with our ongoing investigation®
for cases where this exact vector potential cannot be gauged
away.
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fixed ion fixed ion

FIG. 1. Schematic representation of the 1D model system whose Hamilto-
nian is given in Eq. (71). The red ion moves between the fixed ions and the
electron, which interacts with all the ions via a soft Coulomb potential, is al-
lowed to move beyond the fixed ions. R is the ion position and r the electron
position with respect to the origin 0. L is the distance between the fixed ions.

V. NUMERICAL RESULTS

We employ this new MQC scheme to study a model that
is simple enough to allow for an exact treatment, by solving
the TDSE, but at the same time exhibits characteristic fea-
tures associated with non-adiabatic dynamics. It was origi-
nally developed by Shin and Metiu® to study charge trans-
fer processes and consists of three ions and a single electron.
Two ions are fixed at a distance L = 19.0 a,, the third ion and
the electron are free to move in one dimension along the line
joining the two fixed ions. A schematic representation of the
system is shown in Fig. 1. The Hamiltonian of this system
reads

H(r, R) Lo Lo + : + :
r, =——— - ———
20r2 2MOR?  |L—R| " |L+R|
erf (—'RR;”) erf (—‘r;’%l) erf (—‘r;]%‘)
R=r " -5 A
(71)

where the symbols r, R have been used for the positions of the
electron and the ion in one dimension. Here, M = 1836, the
proton mass, and Rf =5.0ay, R, =313, and R, = 4.0 a,,
such that the first adiabatic potential energy surface, 623), is
coupled to the second, 61(32)0, and the two are decoupled from
the rest of the surfaces, i.e., the dynamics of the system can
be described by considering only two adiabatic states. The
BO surfaces are shown in Fig. 2 (left), where energies are
expressed in Hartree (¢,,). Henceforth, we will drop the bold-
double underlined notation for electronic and nuclear posi-

tions as we are dealing with one dimensional quantities.

€go (&n)
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The initial condition for quantum propagation is
W(r, R,0) = Gy*(R — R)@Y(r), where GY/*(R — R,) is a
real Gaussian (Gy, is normalized to unity) with variance X
= 1/4/2.85 a, centered at R, = —4.0 a, and (pg)(r) is the
first excited BO state. The TDSE is solved, numerically, us-
ing the split operator technique,** with time step 2.4 x 1073 fs
(0.1 a.u.).

A. Validity of the classical approximation

The classical approximation of nuclear dynamics is
strictly valid if the nuclear density remains localized at the
classical position R(f). Due to the fact that |x (R, £)|? is the
sum of contributions, or partial densities, propagating “on”
different BO surfaces, the localization condition should also
apply to each contribution, as discussed in Sec. III. Moreover,
we observed in Sec. III A that the displacement of the nu-
clear wave packet, expressed as the displacement of its mean
position, shall be the same as the displacements of the mean
positions associated to |Fj(R, )|%. We calculate and compare
these quantities, in order to predict agreement/deviation of the
results from MQC calculation (shown in Sec. V B) with/from
the results from quantum calculations.

We compare the mean nuclear position as function of
time, given by the expression

R0 = [ dRR(R.OP. )
with the mean positions calculated with [F}(R, D
1 2
RI™(1) = /dRR F.(R,1) (73)
J p;(0) | J |

with the normalization factor p j(t) from Eq. (46). As long as
R, (t) and R?m(t) are close to each other, agreement between
the exact and approximated propagation schemes is expected.

Fig. 3 shows, as a thick black line, the mean nuclear
position R, (f). The continuous red and green lines, respec-
tively, the mean positions of the wave packets propagating on
eg)O(R) and on egz)(R), considerably deviate from R, (¢) only
after 20 fs. This suggests a deviation of the nuclear evolution
from a purely classical behavior. However, if we now com-
pare the thick black line with the dashed red and green lines,
we observe a different behavior: the dashed green line coin-
cides with the black line up to 10 fs and after 15 fs the dashed

BO population

, P1
P2 i

0 10 20 30
time (fs)

FIG. 2. (Left) First (red line) and second (green line) BO surfaces and initial Gaussian wave packet (thin black line) centered at R,. The third and fourth BO
surfaces (dashed black lines) are shown for reference. (Right) Populations of the BO states p, (red line) and p, (green line) as functions of time, from exact

calculations.

TH-2014-46
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position (a,)

0 10 20 30
time (fs)

FIG. 3. R, (black line), R{™() (j = 1 red line, j = 2 green line) and

qu(t)p (t) (G = 1 dashed red line, j = 2 dashed green line) as functions
of time. The thin horizontal line shows the value 0.

red line coincides and remains close to the black line until the
end of the simulated dynamics. The dashed lines represent the
positions Rcl (r) weighted by the corresponding populations
,o](t) of the BO states. Indeed, the expression of the mean nu-
clear position in Eq. (72) can be written as

R, (1) = py (DR (1) + pr ()R (1), (74)

where Eq. (20) has been used, and in Fig. 3 we observe the
following relations:

p,(ORI™(t), t < 10fs
R, (1) ~ (75)
pl(t)R?m(t), t > 15fs.

This is an expected result, due to strong non-adiabatic na-
ture of the process, as shown in Fig. 2 (right). This property
may suggest a good agreement between exact and MQC re-
sults if we compare the mean values extracted from the two
propagation schemes. As we will show below, when a single
trajectory scheme is used to evolve classical nuclei accord-
ing the MQC scheme proposed here, the trajectory is able to
visit those regions of space with the largest probability of find-
ing the (quantum) particle. This is what we have presented in
Ref. 39, by evolving a single trajectory on the exact TDPES.
In the example discussed here, it will be shown that the clas-
sical particle, propagating according to the force in Eq. (65),
tracks R{"(¢) (R3"(t)) only before (after) passing through the
avoided crossing. By virtue of Eq. (75), this will coincide with
the trajectory followed by the mean nuclear position.

Observations consistent with the results for the position
can be presented for the momentum. Fig. 4 shows analogous
results for the mean nuclear momentum

P.()= /de*(t)[—iﬁaRx(R, 1)] (76)

and the velocity of the mean positions associated to the wave
packets F' /(R, 1)

MRj!m(z) =MV @). (77)

As it is clear from the figure, large deviation of M me(t)
for j = 1, 2 is shown along the whole dynamics, however
better agreement is observed when we compare P, () with
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25 Mv1qm - 3 -

MV, ™
MV1qm*p1
MVqu’pz

nuclear momentum (Mage;/ )

0 10 20 30
time (fs)

FIG. 4. P, (black line), M qu(t) (j = 1 red line, j = 2 green line) and

qu(t)p (t) (j = 1 dashed red line, j = 2 dashed green line) as functions
of tlme The thin horizontal line shows the value 0.

the values M V" (1) weighted by the population of the corre-
sponding BO states. In Fig. 4, at around 12 fs, a clear inversion
between the dashed green and dashed red lines is observed. A
relation analogous to Eq. (75) in the case of the mean position
can be derived, namely,

0,(OMV)™ (1), t < 10fs
P, (1) =~ (78)
pl(t)MVqu(t), t > 15f1s.

In both cases, for the position and for the momentum, one
of the two “weighted” contributions is almost zero before or
after the passage through the coupling region (occurring at
around 12 fs). Therefore, we can anticipate that, despite the
deviation of the nuclear evolution from a purely® classical
behavior, we expect a good agreement between exact (quan-
tum mechanical) mean values and approximated classical
observables.

In Sec. III, it is shown that Eq. (30) is valid if the vari-
ance X associated to the nuclear density is equal (or close)
to the variances o; of |F/(R, 1)|?. Therefore, we calculate the
variances ¥ and o; associated to |x (R, 1)|* and |Fj(R, 1)|?, re
spectively. They are shown, as functions of time, in Fig. 5. The
results for the variances confirm the observations reported so
far, namely after 20 fs the values largely deviate from each

variance (aoz)

time (fs)

FIG. 5. Variances X (dashed black line) and o; (j = 1 red line, j = 2 green
line) as functions of time.
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FIG. 6. Comparison between the nuclear density (black lines) and a Gaus-
sian (dashed cyan lines) with the same mean position and variance at times
t=4.48, 14.52,24.20 fs.

other. The initial disagreement between o and ¥ does not
have a strong impact on the dynamics, since at initial times
the function |F (R, 1)|? is almost zero.

The discussion presented in Sec. III is based on the rep-
resentation of the nuclear density as a Gaussian function with
the aim of taking the classical limit as ¥ — 0. Therefore, it
is worth showing the validity of this initial assumption. Fig. 6
shows the comparison between the nuclear density at different
times and a Gaussian function centered at the mean nuclear
position and with variance

() = 2de(R — R, () x(R, 1) (79)

As expected from previous observations, the Gaussian
shape of the nuclear density is lost after 20 fs and the con-
siderations presented in Sec. III do not strictly apply after this
time.

B. Quantum vs. MQC evolution

The electronic and nuclear equations in the MQC scheme
are integrated by using the fourth-order Runge-Kutta algo-
rithm and the velocity-Verlet algorithm, respectively, with
time step 2.4 x 107 fs (0.1 a.u.), as in the quantum prop-
agation.

In the following we will show some observable computed
with the MQC algorithm and we will compare approximate
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results with the reference exact data. Two approaches will
be used, respectively referred to as single-trajectory (ST) and
multiple-trajectory (MT) approaches. In the first case, a sin-
gle classical trajectory is coupled to the quantum electronic
evolution. In the second case, 6000 independent trajectories
are employed to describe nuclear motion. In the ST approach,
the classical particle is at Ry = —4.0 a,, at the initial time with
zero initial momentum, whereas in the MT case, initial po-
sitions and momenta are sampled from the Wigner distribu-
tion py, (R, P) associated to the initial nuclear wave packet.
Since the initial wave packet is a Gaussian centered at R, the
Wigner function is the product of two independent Gaussian
functions, one in position space and one in momentum space,
and it is positive-definite.

As discussed in Sec. IV, the equations of motion (65) and
(68), formally describe the coupling between the electronic
and nuclear motion beyond the Ehrenfest approach. However,
the extent of the actual contribution of the additional terms
is small for the system investigated here. To show this in the
following figures, we also present MT-Ehrenfest results (indi-
cated as MT-E) for comparison with the MQC approach. Sim-
ilarly to the MT version of the MQC method, we sample 6000
initial conditions from the Wigner distribution py, (R, P) as-
sociated to the initial nuclear wave packet. The details of the
simulations are the same as in the MQC approach. Here, we
would like to stress again that the proposed MQC method is
only the simplest (and lowest order) approximation to treat the
nuclear subsystem classically within the exact factorization
framework. One would expect to get better agreement with
the exact results in comparison with the Ehrenfest method
when higher order terms in the #i-expansion of the nuclear
wave function are considered, for instance in —iAV x/x in
Eq. (31).

Fig. 7 shows the population of the BO states as func-
tions of time, as already presented in Ref. 41. The results from
quantum calculations are represented as black lines, whereas
the dashed orange and dashed blue are the results of the ST
and MT approximated evolution, respectively. The branching
of the electronic populations is correctly reproduced within
the approximate MQC scheme, even when the ST approach is
used. However, when the delocalization of the nuclear wave

quantum  se—

ST
05 | MT ------- —
MT-E

BO population

| | 1
0 10 20 30
time (fs)

FIG. 7. Populations of the BO states as functions of time. Black lines rep-
resent exact (quantum) results, dashed lines are the results of the MQC ap-
proach, ST (orange) and MT (blue). Dotted green lines (MT-E) are the results
from the Ehrenfest scheme.
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FIG. 8. Mean nuclear position R, () (black line) compared to the classi-
cal position R°(r) evaluated from the ST (dashed orange line) and from the
MT (dashed blue and magenta lines) approach. The dashed blue line is de-
termined according to Eq. (80) and the dashed magenta line according to
Eq. (81). Dashed green lines (MT-E) are the results from the Ehrenfest ap-
proach, calculated according to Eq. (80).

packet is accounted for, with the MT scheme, the agreement
between reference and approximate results is perfect along
the whole dynamics. The branching is also correctly captured
by the MT-Ehrenfest approach, even though a very small de-
viation from exact results is observed during the population
exchange, between about 8 and 13 fs.

In the following figures, we will show some nuclear ob-
servables, namely, mean position in Fig. 8, momentum in
Fig. 9, kinetic energy in Fig. 10 and potential energy in
Fig. 11, as functions of time. All figures show a very good
agreement between exact and MQC results, with a slight im-
provement of the MT approach compared to the ST approach.
This is clearly expected since when using a set of independent
trajectories we are taking into account the effect of the nuclear
delocalization. In all cases Ehrenfest dynamics is very close
to the MQC.

It is worth noting that in all plots we are using two differ-
ent expressions to evaluate the mean values in the MT scheme.
The dashed blue lines are calculated according to

N
l traj
0t = >0, (80)
Ntraj I=1
20 T T T
£ .
& 15 i
=3
E
2
s 10 - —
5 P
g PC'(STr)]
3 5 P (MT) =======-
- P (MT) (weighted) -------
P (MT-E)
O 1 | |
0 10 20 30
time (fs)

FIG. 9. Mean nuclear momentum. The color code is the same as in Fig. 8.
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FIG. 10. Mean nuclear kinetic energy. The color code is the same as in
Fig. 8.

where O,() is the instantaneous value of the observable O
along the Jth trajectory, N, is the total number of trajectories

and O(¥) is the value shown in the figures (dashed blue lines).
The dashed magenta lines are determined from the expression

o@t) = [dR dP O(R(t), P(1))p(R(t), P(1)) 81)

and in the figures they are referred to as “weighted.” Here,
p(R(1), P(1)) is the phase space distribution at time ¢, (a his-
togram) constructed from the distribution of classical posi-
tions and momenta, and O(R(¢), P(?)) is the value (for all
trajectories) of the observable O at time 7. Using this last
expression to calculate the mean value of an observable al-
lows to introduce the statistical weight of each trajectory via
the classical distribution p(R(f), P(?)). In Eq. (80), the weight
associated to each trajectory is the same, i.e., 1/N,,. The
phase space distribution p(R(?), P(¢)) is the time-evolved of
the initial Wigner function py, (R, P) obtained from the initial
nuclear wave packet. The density at time 7 > 0, however, is de-
termined according to a classical evolution equation, that in-
deed preserves the initial positive-definiteness of the Wigner
function also at later times. This property would not hold true
for a quantum propagation, as we have seen in Fig. 6 that the
nuclear density does not maintain a Gaussian shape. For the
sake of completeness, we present both sets of results, deter-
mined from Egs. (80) and (81). They slightly deviate from
each other and from the reference quantum results, but the

T
-0.18 u,
. u®(sm)
& U M) -------
= U (MT) (weighted) = ===~
2 -0.21 U (MT-E) T
[ =
(0]
s
5
5 -0.24 .
o
-0.27 ' ' '
10 20 30
time (fs)
FIG. 11. Mean potential energy. The color code is the same as in Fig. 8.
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general trend is the same. We report Ehrenfest results only
calculated from Eq. (80), since we expect also in this case a
small deviation of the two expressions.

Figs. 8 and 9 show a very good agreement between quan-
tum and MQC results, for both ST and MT schemes. This
confirms the discussion of Sec. V A, summarized in Egs. (75)
and (78).

Fig. 10 shows the nuclear kinetic energy as a function
of time. Similar results have been reported in Ref. 41. Here,
we furthermore compare with the results from the weighted
average procedure, given in Eq. (81). The expectation value
of the nuclear kinetic energy operator at time ¢

292

T,0t) = /dr dRV*(r, R, 1) I:—hzfj Y(r, R, t)] (82)

leads to the expression

T,(1) = ﬁ/dRX*(th)[_ihaR + AR (R, 1)
#? 5
+m/dR(agbe(t)IaR‘DR(t))IX(R,t)l

1
_ m/dRAZ(R,r)|X(R,t)|2 (83)

in terms of the nuclear and electronic wave functions. There-
fore, the classical expression of the mean nuclear kinetic en-
ergy shown in Fig. 10 is

[P(1) + AR, D]
M

K2 A%(R, 1)
+ m(aRq)R(fNaRq)R(t))r T oM

where all R-dependent quantities are evaluated at the in-
stantaneous nuclear position. In the MT-Ehrenfest case the
nuclear kinetic energy has the standard expression 7, (t)
= P2(t)/(2M). The plot of the nuclear kinetic energy shows
a good agreement between MQC and quantum calculations,
up to 20 fs, and after this time the two solutions slightly devi-
ate from each other, yet keeping a satisfactory agreement. In
the quantum propagation, the contribution to the nuclear wave
packet propagating on the upper BO surface slows down (at R
~ 2.0 a, the upper BO surface has a slightly positive slope),
resulting in the splitting of the nuclear density, as shown at
time t = 24.20 fs Fig. 6. As discussed in Refs. 38-40, the
potential €(R, ) driving the nuclear motion, i.e., the TDPES,
develops some peculiar features after the nuclear wave packet
passes through the avoided crossing, namely it has differ-
ent slopes in different regions, being parallel to one or the
other BO PES. Therefore, the BO-projected contributions to
the nuclear wave packet evolve according to forces that are
determined from different adiabatic PESs. When these PESs
have opposite slopes, as in the case presented here, the BO-
projected wave packets can move in opposite directions. The
result is the deviation of the nuclear density from a Gaussian.
The conditions illustrated in Sec. III for the validity of the
classical limit are thus not fulfilled and the classical trajec-
tory deviates from the quantum path. These observations ap-
ply also to the results obtained from Ehrenfest and explain
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FIG. 12. Same as in Fig. 6 by including the nuclear density from the MT
scheme (blue linepoints) and from MT-Ehrenfest (orange linepoints), where
the histograms are constructed from the distribution of classical positions.

the deviation of the dashed green curve (MT-E) from the ex-
act curve: the trajectories evolve along a mean path and are
not able to follow the two diverging branches of the nuclear
wave packets, as we will show below in Fig. 12.

Fig. 11 shows the potential energy, averaged over the nu-
clear density, as function of time. The total nuclear energy at
time tis T,(¢) + U, (¢) where T,(¢) is given by Eq. (83) and the
potential contribution is

U,(t) = / dR (P p(1)|Hyo| D), Ix(R, D>, (85)

This is the quantity shown as black line in Fig. 11 along with
the corresponding classical expressions, namely by consider-
ing |x(R, H|*> — 8(R — R(t)) in dashed orange and from
Egs. (80) and (81) in dashed blue and magenta. An analogous
expression is employed for the MT-Ehrenfest.

As a concluding observation, we present Fig. 12, which
is similar to Fig. 6 but we include here also the results from
the MQC procedure. The nuclear density, from the expression

FL(R(@) = / dP p(R(1), P(1), (86)

shown as blue dots in the figure, is a histogram constructed
from the distribution of classical positions. We observe that
this density does not develop a double-peak structure as ex-
pected from the comparison with quantum results. This is
the main cause of disagreement between the approximate
scheme and the exact calculations. As it is well-known,>®
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the Ehrenfest approach produces, by construction, a nuclear
evolution along a mean path. This is indeed what we ob-
serve in Fig. 12 from the results of MT-Ehrenfest, plotted
as orange linepoints. We notice, however, that these results
seem slightly more localized in space, if compared to MQC,
thus explaining the deviation of the electronic populations in
Fig. 7 during the non-adiabatic event.

C. Total and nuclear energy in the factorization
framework

The MQC method constructed here does not require to
impose energy conservation along the classical trajectory.
Since the method is derived from an exact approach, the con-
served quantity is the total energy of the electron-nuclear sys-
tem (as long as there is no external driving force)

E= /dgdgw*(g, R O[T, + HyplW(@.R.1). (87

This expression can be reformulated in terms of the electronic
®(r, 1) and nuclear x (R, r) wave functions, by introducing
the time-dependent vector potential from Eq. (11) and the
(gauge-invariant part of the) TDPES from Eq. (16). There-
fore, the conserved energy is

[—iAV, + A (R, DIk
Ezfdgx*(g,nz TR

xR, 1)

+ f dR g R, DR, DI, (88)

It is worth noting that the expression of E does not con-
tain the gauge-dependent contribution €;, (R, 1) = (Pg(?)]
— i110,| (1)), to the TDPES. a

In the MQC scheme derived in this paper, the expres-
sions of the vector and scalar potentials have been approxi-
mated by neglecting all contributions arising from the spatial
derivatives of the coefficients C R, 1) in Eq. (17). The ne-
glected terms are the cause of deviations of the total energy
from the expected constant value. However, as long as the re-
quirements consistent with classical limit, derived in Sec. III,
are satisfied, energy conservation is expected. When the clas-
sical approximation is not valid, then the energy determined
using the MQC approach is not conserved and the MQC re-
sults deviate from the exact dynamics.

VI. CONCLUSION

We have demonstrated that the decomposition of elec-
tronic and nuclear motion, based on the exact factorization
of the molecular wave function, offers a convenient starting
point for the development of a practical scheme to solve the
TDSE within the QC approximation. The scheme presented
here is based on the classical approximation of nuclear dy-
namics. In the paper we have derived the set of operations
that defines the classical limit of the nuclear degrees of free-
dom. For consistency, also some properties of the electronic
subsystem have been affected by this limit.

The proposed MQC method is intended to apply to those
situations where quantum effects, as tunnelling or splitting of
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the nuclear wave packet, are not important. For instance, when
multiple passages through the avoided crossing region occur,
the independent trajectory approach is expected to produce
large deviations from quantum results and is only capable of
capturing the initial non-adiabatic events. An improved MQC
scheme may be obtained by considering an ensemble of cou-
pled classical trajectories or incorporating the phase informa-
tion, similar to the semiclassical dynamics approaches.*"%
Such an improved MQC scheme based on the exact factoriza-
tion will be presented in Ref. 67.

The numerical test presented here shows that, indeed
when the behavior of the nuclei is not strictly classical, some
dynamical details cannot be reproduced in the approximate
scheme. However, the remarkable agreement between ex-
act and MQC results is the evidence that the method is a
promising resource for describing time-dependent processes
in molecular systems involving the coupled non-adiabatic dy-
namics of nuclei and electrons. Further tests and improve-
ments of the method are envisaged to introduce, as discussed
above, semiclassical corrections, in order to reproduce effects
such as interference and splitting.
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APPENDIX: THE CLASSICAL NUCLEAR VELOCITY

In Sec. IIT we introduced the following expression for the
nuclear wave function

(R, 1) = exp [%S(g, r)] (A1)

by assuming that the complex function S(R, ¢) can be ex-
panded as an asymptotic series in powers of 7. With this hy-
pothesis, we have shown that, at the lowest order in this ex-
pansion, classical dynamics is recovered from the TDSE by
identifying S,(R, ¢) with the classical (real) action. If the fur-
ther order of the series is considered, i.e. O(%), the following
expression is obtained

. Mo PV SyR, 1)+ AR, 1) .
) =— = = . Jt
R. 1) ; [ 7 ,GR, 1)
ViSR, 0+ V, - AR, t)G R
— — el t 9
+ 2M, R.1)
(A2)
for the evolution of the function
GR, 1) =exp[iS;(R,1)]. (A3)
If we identify the momentum as
P,R.1)=V,5R.0)+A,R 1) (A4)
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and if G(g, t) is a real function, then Eq. (A2) can be written

as

PR 1)

—G“R,1) ] =0.
M p—

v

N
9,G*R.1) + Z v, -

v=1

(A5)

This expression is (formally) a continuity equation for the
function G*(R, 7). We identify G*(R, 1) as the (lowest order
approximation of the) nuclear density, namely we write

G*R. 1) = (732) e w R RO

=(n 22)—% ¢ 77 LR -RIOP? (A6)
and we obtain from Eq. (A2)
(R, —R{() - | RV () - ol
M\)
2 ~
- _Z_MVV“ ‘P,R.1), Y. (A7)

In the limit of an infinitely localized (classical) nuclear den-
sity ¥ — 0, the continuity equation leads to the definition of
the classical canonical momentum

MR (1) =P,R.1)=V, SR 1)+AR, 1), (A8)

as the rate of variation of the mean position of an infinitely
localized Gaussian.
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