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Solar cells made from multi− or mono−crystalline silicon wafers are the base of today’s photovoltaics industry. These devices
are essentially large−area semiconductor p−n junctions. Technically, solar cells have a relatively simple structure, and the
theory of p−n junctions was established already decades ago. The generally accepted model for describing them is the
so−called two−diode model. However, the current−voltage characteristics of industrial solar cells, particularly of that made
from multi−crystalline silicon material, show significant deviations from established diode theory. These deviations regard
the forward and the reverse dark characteristics as well as the relation between the illuminated characteristics to the dark
ones. In the recent years it has been found that the characteristics of industrial solar cells can only be understood by taking
into account local inhomogeneities of the dark current flow. Such inhomogeneities can be investigated by applying lock−in
thermography techniques. Based on these and other investigations, meanwhile the basic properties of industrial silicon solar
cells are well understood. This contribution reviews the most important experimental results leading to the present state of
physical understanding of the dark and illuminated characteristics of multi−crystalline industrial solar cells. This analysis
should be helpful for the continuing process of optimizing such cells for further increasing their energy conversion efficiency.
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1. Introduction
The photovoltaic generation of electric energy from solar
irradiation energy by solar cells is an important part of the
alternative energy concept, which aims to reduce global
warming by replacing fossil energy sources by renewable
ones. In 2011, solar cells with an accumulated power of
more than 37 GW have been produced, from which 30.9%
were based on mono−crystalline and the majority of 57% on
multi−crystalline silicon material [1]. Hence, crystalline sili−
con cells are the workhorse of a multi−billion dollar photo−
voltaic (PV) industry. This is the oldest type of solar cells,
starting in the 1950s with the first mono−crystalline solar
cells made for space applications having an efficiency of
about 6% [2]. Since then, by many years of continuous
research and development, the efficiency of silicon solar
cells has been improved to a record level of now 25% [3].
Solar cells have a relatively simple structure. They just con−
sist of an electrically contacted large−area p−n junction,
which is equipped with a top grid contact so that the semi−
conductor material can be illuminated. The operation princi−
ples of solar cells are well−known and are included in text−
books on semiconductor devices [4].

The widely accepted model electrically describing silicon
solar cells is the so−called two−diode model, which will be
discussed in the following Section. However, the current−

−voltage (I–V) characteristics of industrial silicon solar cells
show significant deviations from the classical two−diode
model predictions. This holds especially for cells made from
multicrystalline material fabricated by the Bridgeman
method, which contains high concentrations of crystal de−
fects like grain boundaries, dislocations, and precipitates [5].
Even the characteristics of industrial mono−crystalline cells,
which do not contain these crystal defects, deviate from the
theoretical predictions. Particularly, the so−called depletion
region recombination current or second diode current is usu−
ally several orders of magnitude larger than expected, and its
ideality factor is significantly larger than the expected value
of two. This non−ideal behaviour was observed already very
early and tentatively attributed to the existence of metallic
precipitates or other defects in the depletion region [6]. In that
Ref. 6 it was already suspected that local leakage currents
could be responsible for the non−ideal diode behaviour, and it
was speculated that the edge region of a cell could signifi−
cantly contribute to these non−ideal currents. Later on this
non−ideal behaviour was attempted to be explained also un−
der the assumption of a homogeneous current flow by attri−
buting it to trap−assisted tunnelling [7,8]. However, in silicon
solar cells the defect levels being responsible for this effect
never could be identified. It was also attempted to explain the
large ideality factors solely by the influence of the series
resistance [9,10]. As it will be shown in Sect. 3.1, this expla−
nation is not sufficient for interpreting large ideality factors in
well−processed cells.

Opto−Electron. Rev., 21, no. 3, 2013 O. Breitenstein 259

OPTO−ELECTRONICS REVIEW 21(3), 259–282

DOI: 10.2478/s11772−013−0095−5

*e−mail: breiten@mpi−halle.mpg.de



It has turned out that the key for a detailed understanding
of the dark characteristics of solar cells is the spatially
resolved mapping of the local current density of solar cells
in the dark. Note that most textbooks on solar cells still gen−
erally assume that a solar cell behaves homogeneously
[11,12]. Until 1994 there was no experimental technique
available which could map the forward current of a solar
cell with sufficient accuracy. In principle, the dark current
can be mapped by infrared (IR) thermography [13]. How−
ever, since silicon is a good heat conductor, the thermal sig−
nals are generally weak, and the images appear blurred.
Therefore, conventional IR thermography is only able to
image breakdown currents under a reverse bias of several
Volts, and the obtained spatial resolution is very poor (sev−
eral mm, see Ref. 13). The first method enabling a sensitive
imaging of the forward current with a good spatial resolu−
tion was the “Dynamic Precision Contact Thermography”
(DPCT) method [14,15]. Here a very sensitive miniature
temperature sensor was probing the cell surface point−by−
−point in contact mode, and in each position the cell bias
was square−pulsed and the local surface temperature modu−
lation was measured and evaluated over some periods
according to the lock−in principle. This technique already
reached a sensitivity in the 100 μK−range (standard ther−
mography: 20 to 100 mK), and, due to its dynamic nature,
the spatial resolution was well below one mm. Its only limi−
tation was its low speed; taking a 100×100 pixel image took
several hours. Therefore, DPCT was later replaced by IR
camera−based lock−in thermography (LIT). This technique
was developed already before it was introduced to pho−
tovoltaics [16] and since then mainly used in non−destruc−
tive testing, hence for “looking below the surface of bodies”
[17]. In the following LIT was also used for investigating
local leakage currents in integrated circuits [18] and in solar
cells [19]. Meanwhile, LIT is a widely used standard imag−
ing method for characterizing solar cells, which is commer−
cially available. Details to its basics, realization, and appli−
cation are given in Ref. 20. Since the illuminated character−
istics of a solar cell is closely related to its dark characteris−
tics, LIT can even be used for performing a detailed local
analysis of the efficiency of inhomogeneous solar cells
[21,22]. In the last years, in addition to LIT, also cam−
era−based electroluminescence and photoluminescence ima−
ging methods have been developed for the local characte−
rization of inhomogeneous solar cells. An overview over
these methods and their comparison to LIT−based methods
can be found in Ref. 23.

In this review, first the usually employed theory for
interpreting the I–V characteristics of solar cells will be
reviewed, and the results will be compared to experimen−
tally measured characteristics. This comparison will show
the non−ideal character of the characteristics of industrial
silicon solar cells. In the next Sect. 3 the five major fields
are outlined, which show deviations to the established the−
ory. These are depletion region recombination (second
diode) current (Sect. 3.1), diffusion (first diode) current
(Sect. 3.2), ohmic current contributions (Sect. 3.3), reverse

current (Sect. 3.4), and the relation between the dark and the
illuminated characteristics (Sect. 3.5). In these Sections
the most important experimental and theoretical results
leading to the present state of understanding the characteris−
tics of industrial silicon solar cells will be reviewed and
discussed.

2. Theory vs. experiment

The usually taught theory of solar cells always assumes an
electrically homogeneous cell. Its current density J is in
ideal case described by the Shockley’s diode equation [24]

J V J
eV

kT
Jsc( ) exp� ��

��
�
�	

�0 1 . (1)

Here V is the applied bias voltage (in forward direction),
e is the electron charge, kT is the thermal energy, and kT/e is
the thermal voltage VT (25.69 mV at 25°C). Jsc is the current
density flowing at short−circuit condition under illumina−
tion. This term represents the photocurrent, which is (at least
for silicon solar cells) independent of the bias V, whereas the
first term in Eq. (1) represents the voltage−dependent dark
current density. For a dark characteristic Jsc = 0 holds.
According to Eq. (1) the illuminated characteristic equals
the dark characteristic, shifted in negative current direction
by the photocurrent Jsc, which is a reverse current. This is
known as the “superposition principle”. Equation (1) holds
both in forward and in reverse diode polarity, the latter cor−
responding to negative values of V. Hence, under a reverse
bias of several VT in the dark (Jsc = 0), the current density
equals –J0, independent of the magnitude of the bias V.
Therefore, J0 is called the “saturation current density”. From
Eq. (1), for J(V) = 0 (open−circuit condition, the photo−
current is completely balanced by the dark forward current),
the well−known expression for the open−circuit voltage Voc

= VT ln(Jsc/J0) can be derived. This expression shows the
influence of the dark characteristics on the efficiency para−
meters: The smaller the value of J0, hence the smaller the
dark current density of a solar cell, the higher is its value of
the open−circuit voltage Voc and thereby its efficiency. This
is the reason why a detailed understanding of the dark
characteristic of a solar cell is essential for obtaining a good
efficiency.

Equation (1) is only an idealized description of a solar
cell. In reality, in addition a series resistance Rs (given in
units of 
cm2, if referred to the current density) and at least
two more dark current components have to be considered,
which are the depletion region recombination (second dio−
de) current [25] and an ohmic shunt current caused by a par−
allel resistance Rp (often called shunt resistance Rsh, also
given in units of 
cm2, if referred to the current density).
This leads to the so−called two−diode model [4], where the
first diode represents the “ideal” diode of Eq. (1), describing
the so−called diffusion current or the first diode current,
characterized by a saturation current density J01, and the
second diode is the so−called recombination or second diode
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current, characterized by a saturation current density J02 and
an ideality factor n2. As it will be discussed below, the diffu−
sion (first diode) current is due to recombination in the base
and the emitter, including their surfaces, and the recombina−
tion (second diode) current is due to recombination within
the depletion region. Altogether, according to the two−diode
model, the current density of a solar cell is described by (see
Ref. 4)
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The magnitude V – RsJ(V) is the “local voltage” directly
at the p−n junction, which is the applied voltage V minus the
voltage drop at the series resistance Rs. This series resis−
tance is defined here “area−related” in units of 
cm2, see
Sect. 3.5. The six parameters in Eq. (2), which govern the
properties of the solar cell, are the two saturation current
densities J01 and J02, the ideality factor n2 of the recombina−
tion current, the series resistance Rs, the parallel resistance
Rp, and the short−circuit current density Jsc.

Note that the current density J(V) is given only implic−
itly in Eq. (2), which complicates all computations. There−
fore, in a limited bias range (usually between the maximum
power point and Voc), Eq. (2) is often simplified to the
empirical “one−diode” solar cell equation containing effec−
tive values for J0 and the ideality factor n

J V J
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n V
Jeff
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T

sc( ) exp� �
�

�
��

�

�
		 �0 1 . (3)

In this equation the influence of ohmic and recombina−
tion (second diode) current contributions is contained in J eff

0
and neff. This effective ideality factor neff is that of the whole
current and not only of the recombination current. If a real
cell characteristic is fitted to Eq. (3) for each bias V, this
leads to the bias−dependent ideality factor n(V), which is
very useful for analysing the conduction mechanism of solar
cells, see Sect. 3.1.

At this point the physical meaning of the two diode
terms in Eq. (2) should be illuminated in some more detail.
Fig. 1 shows schematically the band structure of a p−n junc−
tion (a) in thermal equilibrium, (b) under reverse, and (c)

under forward bias. The physics of a p−n junction can only
be understood by considering horizontal and vertical ther−
mally induced processes, which are symbolized in Fig. 1 by
arrows. For clarity only electron processes are indicated, the
same processes also hold for holes, where the energy scal−
ing is inverted. Even in thermal equilibrium there is thermal
generation (upward arrows) and recombination (downward
arrows), and there is horizontal carrier movement. Note that
the free carriers not only exist close to the band edges, as it
is often displayed in such schemes, but also deep in the
bands. They follow the Fermi statistics, which, if the Fermi
level is lying within the band gap, corresponds to Maxwell−
−Boltzmann statistics. These electrons deep in the band are
characterized by a large kinetic energy. Therefore, they may
be called “hot” electrons, though they are in thermal equilib−
rium with all other electrons and with the lattice. With
increasing energy distance �E to the band edges, the free
carrier concentration decreases essentially proportional to
exp(–�E/kT). Since the Fermi energy is going horizontally
through Fig. 1(a) (not shown there), the concentration of
electrons in the p−side (left) essentially equals that in the
n−side (right) having an energy above the position of the
conduction band edge in the p−side. Only these “hot” elec−
trons have sufficient kinetic energy to overcome the decel−
erating electric field in the depletion region and to enter the
p−side. The two driving forces for horizontal carrier move−
ment are the concentration gradient, leading to the so−called
diffusion current, and the electric field, leading to the field
current. The consideration of these two current contribu−
tions independently, with only the sum of both being a mea−
surable net current, is called the detailed balance principle.
In thermal equilibrium, across the whole depletion region
these two horizontal currents balance each other [4]. Then
also the net horizontal current across the p−n junction is
zero. A similar detailed balance principle holds for recombi−
nation and thermal generation. In any position, under ther−
mal equilibrium, thermal carrier generation is balanced by
carrier recombination. For any kind of homogeneous carrier
generation, the equilibrium electron (minority carrier) con−
centration at the p−side np can be expressed by the genera−
tion rate G (given in units of generated carriers per cm3 and
second) multiplied by the excess carrier lifetime �. This
relation is the base of all quasi−static lifetime measurement
techniques. It also holds for the equilibrium thermal carrier
generation in the volume sketched in Fig. 1. On the other
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Fig. 1. Schematic band diagram of a p−n junction (a) in thermal equilibrium, (b) under reverse bias, and (c) under forward bias, only electron
currents are shown. The dashed line represents a deep SRH recombination centre governing the excess carrier lifetime in the p−region.



hand, the electron concentration in the p−material can be
expressed by n n Np

i A� 2 (ni = intrinsic carrier concentra−
tion, NA acceptor concentration), leading to an expression
for the thermal generation rate G:

n G
n

N
G

n

N
p i

A

i

A
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�

2 2

. (4)

The interesting point here is why the equilibrium minor−
ity carrier concentration is independent of the lifetime: In
regions of low lifetime the rate of carrier recombination is
higher than elsewhere, but also the rate of carrier generation
is higher.

Under reverse bias [Fig. 1(b)] the concentration of “hot”
electrons at the n−side, which have sufficient kinetic energy
to overcome the barrier, is reduced. Therefore, the diffusion
current of electrons from the n− to the p−side becomes negli−
gibly small. Now the current across the p−n junction is dom−
inated by the diffusion of thermally generated electrons
from the p−side to the n−side. The electric field of the junc−
tion drains all electrons generated within one diffusion the
length L Dd e� � (De = electron diffusion constant in the
p−region). This horizontal current density, which is exactly
J01 in Eq. (2), can be expressed regarding Eq. (4) as

J GeL
en L

N

n e D

N
d

i d

A

i e

A
01

2 2

� � �
� �

. (5)

Under zero bias, this field current is exactly balanced by
the diffusion current of electrons running from the n− to the
p−side, see Fig. 1(a). If a forward bias is applied [Fig. 1(c)],
the magnitude of this diffusion current rises exponentially
with increasing forward bias V, since correspondingly more
electrons have enough kinetic energy to overcome the
energy barrier. This finally leads to the first term in Eq. (2),
which is traditionally called “diffusion current” for the rea−
son described above, with the saturation current density [Eq.
(5)]. These electrons recombine in the p−region basically
within one diffusion length Ld, indicated by the thick down−
ward arrows. This means that J01 is a measure of the bulk
recombination rate within one diffusion length; the stronger
the bulk recombination (low ), the larger is J01, and the
smaller is Voc.

The name “diffusion current” suggests that this current
contribution were governed by transport properties, which
is actually misleading. It is wrong to imagine the p−n junc−
tion as a kind of valve, where the magnitude of the current
flow were only governed, e.g., by the barrier height. Instead,
it must be considered that, both under zero and under for−
ward bias, the lateral carrier exchange between n and p side
due to the thermal carrier movement is so strong that the
magnitude of the net current is determined by the speed at
which the carriers are recombining on the other side. There−
fore, in some research groups the first diode term in Eq. (2)
is called “recombination current”, which is traditionally
used for the second diode term in Eq. (2) [25], see below.
This still increases the linguistic confusion. Therefore,

throughout this work the first diode current will be called
“diffusion current”, and the second diode term “recombina−
tion current”, as historically introduced [25] and also used in
textbooks [4]. The correct way to imagine the first diode
current is to consider the quasi Fermi levels of electrons and
holes as chemical potentials, which essentially horizontally
cross the p−n junction, as it is described, e.g., by Würfel
[12]. Then, it can easily be understood that each single
recombination channel (e.g., bulk and surface recombina−
tion) leads to a separate and independent contribution to the
corresponding total J01. The same physics works for the
hole exchange between the emitter and the base, which is
not shown in Fig. 1, leading to J e

01 (“e” for emitter). Since
the emitter (donor) doping concentration ND in the denomi−
nator of Eq. (5) is very high, the emitter contribution of J01

is often neglected compared to the base contribution. It will
be shown in Sect. 3.2. that this is not generally justified.

Equation (5) actually only holds for a cell having a thic−
kness much larger than the minority carrier diffusion length
in the material [4]. In reality the thickness of a well−pro−
cessed solar cell is not large but rather small compared to the
diffusion length. Then, also the recombination at the back
surface and/or the back contact contributes significantly to
the bulk recombination and, thus influences J01. Other equa−
tions for J01, which contain the influence of a finite bulk
thickness and the upper and lower surface recombination
velocities, can be found, e.g., in the appendix of the
PVCDROM [26]. The use of these equations is often
avoided by replacing � in Eq. (5) by an effective bulk life−
time �eff, which also includes the back surface recombina−
tion. A typical average value for �eff of a monocrystalline sil−
icon solar cell in today’s standard technology implying
a full−area Al back contact is about 160 μs, and for a multi−
crystalline cell it is about 40 μs, leading to expected values
of the base contribution of J01 of about 500 and 1000
fA/cm2, respectively. It must be noted that the use of �eff in
combination with Eq. (5) is actually misleading. It suggests
that the diffusion current were proportional to the inverse
square root of the lifetime. For an infinitely thick cell this
square root dependence only stems from the fact that the
recombination volume is proportional to the diffusion
length Ld ~ 1 � . Within this volume, the recombination
rate is proportional to 1/�. In the same way, if the cell is thin−
ner than Ld and the recombination volume is constant, the
recombination rate and, thus also the diffusion current is
proportional to 1/�eff and not to1 � eff .

As Fig. 1(c) shows, the diffusion current under forward
bias consumes only the high energy fraction of the electrons
in the n−side. Due to this current flow the temperature of the
electron gas decreases, which instantly leads to a decrease
of the crystal temperature. This is the physical reason for the
Peltier cooling effect, which occurs at the p−n junction under
forward bias [27].

The second diode term in Eq. (2) is due to recombination
within the depletion region. This recombination is most
effective for mid−gap levels and is then locally confined to
a narrow region in the middle of the depletion region, where
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in thermal equilibrium the Fermi level crosses the defect
level [4]. The effective width of this region should be w. As
Fig. 1(a) shows, at zero bias in this region recombination
and thermal generation occur at the same time in the same
place, as in the neutral material. However, they occur with
a significantly higher rate per volume, since the electron
occupancy state of the mid−gap level is 1/2 here, whereas in
the neutral p material it is very small. Therefore, this current
is often called “recombination−generation current” [25]. As
explained above, in this sense also J01 is a “recombina−
tion−generation current” of the neutral material. Again,
under reverse bias (Fig. 1b), for the depletion region current
generation dominates over recombination, and under for−
ward bias (Fig. 1c) recombination dominates over genera−
tion. The generation rate in the middle of the depletion
region Gdr is calculated in analogy to Eq. (4) by replacing np

by ni. The saturation current density J02 is then calculated in
analogy to Eq. (5), leading to

G
n

J G ew
en wdr i dr i� � �

� �02 . (6)

Under forward bias, the quasi Fermi energies in a silicon
cell are usually horizontal across the p−n junction, therefore
in any position of the junction np = ni

2 exp(V/VT) holds. This
recombination occurs in the middle of the depletion region,
therefore in this region n = p = np = ni exp(V/2VT) holds.
Since the recombination current is proportional to n resp. p
in this region, this is the deeper reason for the ideality factor
of n2 = 2 in the second term of Eq. (2), with J02 given by (6).

Unfortunately, the effective recombination layer width
w is not exactly known. In fact, the occupancy state of the
mid−gap level is strongly position−dependent, and the exten−
sion of the recombination−generation region also depends
on the bias V. This is the reason why, even for a mid−gap
level, n2 is expected to be slightly smaller than 2 [9,25,28].
In Ref. 9 the graph shown in Fig. 2 was published (J02 called
J0DR here), which is based on realistic numerical device sim−
ulations using the same assumption of a mid−gap level as
done here. It shows that, for a bulk conductivity of �bulk =
1.5 
cm, which is typical for solar cells, and for a lifetime
of about 40 μs, the expected value of J02 should be about
5·10–11 A/cm2. Note that this is still significantly larger than
J01, which is expected to be 10–12 A/cm2 here (1000 fA/cm2).
Therefore, at low forward bias, the recombination current
always dominates over the diffusion current, but at higher
forward bias the diffusion current dominates. In the absence
of ohmic currents, the expected effective ideality factor at
low voltages should be about two, and at higher voltages it
should be unity, as long as the base stays in low−injection
condition, hence as long as n << p holds there. The bias, at
which this transition occurs, strongly depends on the magni−
tudes of J01 and J02. In our case it is expected to be about
0.2 V. Hence, at the maximum power point of a solar cell,
which typically is close to 0.5 V, the theoretically expected
characteristics should not be influenced by the recom−
bination current anymore.

The series resistance Rs in Eq. (2) contains contributions
from the grid lines, from the contact resistances, from the
horizontal current flow in the emitter layer, and from the
current flow in the base. It will be shown in Sect. 3.5 that the
use of a constant value for Rs, with the same value in the
dark and under illumination, is actually wrong and repre−
sents only a coarse approximation. Nevertheless, this appro−
ximation is often made. Typical values for Rs are between
0.5 and 1 
cm2, see e.g. Ref. 7.

There is actually no established theory for an ohmic par−
allel resistance Rp across a p−n junction. However, experi−
ence shows that nearly all silicon solar cells show a signifi−
cant amount of Rp, the reasons for this will be discussed in
Sect. 3.3. Typical values of Rp are between some or some
ten 
cm2 (heavily shunted cells) and some 104 
cm2 (faul−
tless cells, see e.g. Ref. 7). Therefore, in most simulations
Rp is externally added. An ideal solar cell, according to the
diode theory described above, should have Rp = �, which is
also assumed in the following theoretical simulations.

Note that, for correctly measuring Rp of a solar cell, the
two−diode Eq. (2) has to be fitted to a measured dark or illu−
minated I–V characteristics. It is not sufficient to evaluate
only the linear part of the dark characteristics for low voltages
and to interpret the slope as the inverse of Rp, as this is often
being done. For low voltages, the two exponential terms in
Eq. (2) may be developed in a a power series. For small val−
ues of V, both lead to a linear characteristics near V = 0. For
Rp = � the apparent (effective) parallel resistance is

R
J

V

J

nV

nV

Jp
eff

T T

T�
�

�1

01 02 02

. (7)
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Fig. 2: Numerical simulation of a diffused silicon junction [9]. J0DR
was only slightly affected by variation in the emitter profile (by kind

permission of K.R. McIntosh).



The latter relation holds due to the fact that always
J02 >> J01 holds.

Under large reverse bias Eq. (2) is not valid anymore,
since any p−n junction breaks down at a certain reverse bias.
Moreover, since J02 >> J01 holds, the thermal carrier genera−
tion in the depletion region governs the reverse current. For
this case, the second exponential term in Eq. (2) is only an
approximation. Under reverse bias, the generation region
widens and becomes nearly homogeneous within the whole
depletion width W, which increases with increasing reverse
bias. Therefore, over a rather large bias range, as long as
there is no avalanche multiplication yet, the reverse current
Jr should increase according to Ref. 4.

J V eG W
en W n e V V

N
r r

dr i

p

i r d

p A

( )
( )
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�

�
��

�

2 0 . (8)

Here Vr is the reverse bias as a positive number, ��0 is
the permittivity of silicon, W is the depletion region width,
Vd is the diffusion voltage of the junction (here about Vd =
0.9 V), and �p is the bulk lifetime in the p−region, which
should be higher than �eff, since it does not contain the back−
side recombination. This means that, under reverse bias, the
reverse current should increase sub−proportionally to Vr. If
the electric field in the depletion region exceeds a certain
limit, the carriers are multiplied by the avalanche effect,
leading to a steep increase of the reverse current (break−
down). According to Miller [29] the avalanche multiplica−
tion factor can be described by

MC V
V Vr b

m
( )

( )
�

�
1

1
. (9)

Here Vb is the breakdown voltage, and m is the Miller
exponent, often assumed to be m = 3. For Vr = Vb, MC = �
holds, which is the basic definition of Vb. For a typical base
doping concentration of 1016 cm–3 and a plane silicon junc−
tion, Vb is expected to be about 60 V [4,30]. Thus, the theo−
retically expected reverse current of a solar cell should be
the product of Eqs. (8) and (9). Band−to−band tunnelling
under reverse bias (internal field emission, Zener effect)
should not play any role for silicon solar cells, since it domi−
nates over avalanche multiplication only for a base doping
concentration above 5*1017 cm–3, which is significantly
higher than that used for typical solar cells [4]. However,
trap−assisted tunnelling may be considered to be responsible
for certain pre−breakdown phenomena, see Sect. 3.4.

Based on the theoretical predictions summarized above,
now the theoretically expected dark and illuminated I–V
characteristics of a typical multicrystalline solar cell with an
effective bulk lifetime of 40 μs may be calculated and com−
pared with experimentally measured characteristics of a typ−
ical industrial cell. The results are presented in Fig. 3. This
cell is a typical 156×156 mm2 sized cell made in an indus−
trial production line by the presently dominating cell tech−
nology (50 
/sqr emitter, acidic texturization, full−area Al
back contact, 200 μm thickness) from Bridgeman−type

multicrystalline solar−grade silicon material. The same cell
is used for the comparison between dark and illuminated
characteristic in Sect. 3.5. For calculating the theoretical
illuminated characteristic, the value of Jsc = 33.1 mA/cm2

from the experimentally measured illuminated characteristic
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Fig. 3. Comparison of experimentally measured and theoretically
predicted (a) dark forward, (b) illuminated, and (c) dark reverse I–V

characteristics.



of this cell was used. The series resistance of Rs = 0.81

cm2 was calculated from the voltage difference between
the measured open−circuit voltage (0.611 V) and the dark
voltage necessary for a dark current equal to the short−cir−
cuit current (0.638 V). For the bulk lifetime in Eq. (8), as
a lower limit the assumed effective bulk lifetime of 40 μs
was used.

It is visible in Fig. 3 that, in the dark forward characte−
ristic (a), the low voltage range (V < 0.5 V) shows the stron−
gest deviation between theory and experiment. The mea−
sured current in this bias range is governed by the second
diode and by ohmic shunting. In the theoretical curve there
was no ohmic shunting assumed, and the second diode con−
tribution is so small that it is not visible in the displayed data
range. Also in the cell used for these characteristics the
ohmic shunting is very low. It will be demonstrated in Sect.
3.5. that the shown experimental dark characteristic can be
described by values of Rp = 44.4 k
cm2, J02 = 5.17·10–8

A/cm2 and n2 = 2.76. Hence, there is non−negligible ohmic
conductivity in this cell, J02 is several orders of magnitude
larger than the predicted value of 5·10–11 A/cm2, and its
ideality factor n2 is larger than the expected maximum value
of two. The transition between the J02− and the J01−domi−
nated part of the dark characteristic is close to the maximum
power point near 0.5 V. This proves that in this cell the
recombination current already influences the fill factor of
this cell, even at full illumination intensity. This result is
typical for industrial solar cells and has often been pub−
lished, see e.g. Ref. 7. The reasons for these discrepancies to
the theoretically expected behaviour will be discussed in
Sects. 3.1 and 3.3. Also the experimental value of J01, which
governs the dark characteristic for V > 0.5 V, is somewhat
larger than theoretically expected. The reason for this dis−
crepancy will be discussed in Sect. 3.2. Since the dark cur−
rent was underestimated by theory, also the illuminated
characteristic in Fig. 3(b) significantly deviates between
theory and experiment. Both the open−circuit voltage Voc

and the fill factor are in reality smaller than theoretically
estimated. This graph also contains the illuminated charac−
teristic, which was simulated based on the experimental
dark characteristic by applying the superposition principle
and regarding a constant series resistance of 0.81 
cm2

both in the dark and under illumination. In this dotted curve
Voc is correctly described (it was used to calculate Rs), but
the simulated fill factor appears too large. This discrepancy
will be resolved in Sect. 3.5. Finally, Fig. 3(c) shows the
theoretical and experimental dark reverse characteristics.
Also these curves deviate drastically. The theoretical dark
current density is negligibly small for Vr < 50 V (in the
nA/cm2 range, sub−linearly increasing with Vr), and the
breakdown occurs sharply at Vr = 60 V. In the experimen−
tally measured curve, on the other hand, the reverse current
increases linearly up to Vr = 5 V and, then increases super−
−linearly, showing a typical “soft breakdown” behaviour.
A sub−linear increase, as predicted by theory, is not visible
at all. It will be outlined in Sect. 3.4 how this reverse
characteristic can be understood.

In the following Sections the present state of under−
standing the different aspects of the non−ideal behaviour of
industrial multicrystalline silicon solar cells, in particular of
cells made from multicrystalline material, will be reviewed,
and a selection of experimental results leading to this under−
standing will be presented. All results regarding the edge
region or technological problems hold both for mono− and
multi−crystalline cells. On the other hand, all results dealing
with crystal lattice defects or precipitates only hold for
multicrystalline cells.

3. Origins of non-ideal characteristics

3.1. Depletion region recombination (second diode)
current

It has been shown in the previous Section that, at full illumi−
nation intensity, the recombination current of a typical mul−
ticrystalline silicon solar cell influences maybe not its open−
−circuit voltage, but at least its fill factor and, thus its effi−
ciency. This influence gets even stronger and also regards
the open−circuit voltage, if the cell is operated at reduced
illumination intensity, where all voltages become lower.
Note that the yearly averaged energy yield of a solar panel,
especially if operated in the middle Europe, strongly de−
pends on its low light−level performance. It was already
mentioned that several attempts were made before to ex−
plain the unexpectedly large recombination current and its
unexpectedly large ideality factor. An ideality factor of the
recombination larger than two means that, in the middle of
the depletion region, the recombination current increases
with increasing bias slower than proportional to the free car−
rier concentration, see the discussion to Fig. 1 in the previ−
ous Section. This means that, according to Eqs. (2) and (6),
the lifetime � in the recombination region increases and J02
decreases with the increasing carrier concentration. This
behaviour is called “saturation of a recombination channel”.
While saturation of a SRH−type level usually leads to an
S−shaped semi−logarithmic characteristics, an increased
ideality factor over an extended bias range requires “gradual
saturation”, which extends over many orders of magnitude
of the carrier concentration, see next Section. It will be
shown below that, for recombination in the depletion re−
gion, this gradual saturation may be explained by multi−
−level recombination at spatially extended defects.

Already Queisser [6] has discussed the contribution of
the edge region to the current with a large ideality factor.
Note that in the edge region of a solar cell the p−n junction
crosses the surface, which always represents a region with
a high local density of recombination−active gap states. This
does not hold only if the edge is lying well−passivated below
an oxide layer, as usual in the planar semiconductor tech−
nology. Thus, it can be expected that the edges of solar cells
lead to a strong J02 contribution. To the knowledge of the
author, the first direct hint that this is indeed the case for sili−
con cells was published in Ref. 31. Here a solar cell was
successively divided into smaller pieces by diamond scrat−
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ching the backside and breaking, leading to cells with vari−
ous areas differing by a factor of two. It was found that, for
small cell sizes, both the forward and the reverse current
was dominated by the edge current. The effective ideality
factor increased with decreasing cell area from about 2.3 to
2.9. This points to the fact that, with decreasing cell area, the
quantitative influence of the edge current increases, show−
ing a large ideality factor. In a detailed evaluation of all cell
pieces, which was not reproduced in Ref. 31, but was shown
in the conference talk leading to this paper (Polyse Confer−
ence, San Malo, France 1993), dark I–V characteristics of
always two cell fractions having the same size were mea−
sured and evaluated according to Eq. (3), leading to two
J0

eff−values for each size. Also the reverse conductance Gp

(the inverse of Rp, in units of S/mm2) was measured at about
–1 V for each cell fraction. From these results the dependen−
cies of J0

eff and Gp from the cell area A were obtained, which
are shown in Fig. 4. The data show some scatter, therefore
the images contain two experimental curves, one for the
larger (max) and one for the smaller of the two values (min),
the straight line is a guide for the eye. Over a wide area
range towards small areas, both J0

eff and Gp increase with
1 A, which is a clear proof that both the forward and the
reverse current for small cell sizes are dominated by the
edge current. Similar investigations (using cells with vari−
able sizes or variable fractions of un−passivated edge) have
been performed afterwards also by other authors, leading to
similar results [9,32].

The degree of understanding of edge currents has deci−
sively been improved by the results of surface scratching
experiments, which were published first in Refs. 33 and 34.
Here several 1 cm2 sized high−efficiency PERL−type cells
were used, which were fabricated in planar technology,
hence their edges are well−passivated by an oxide layer. The
original (virgin) dark characteristics of these cells all sho−
wed an ideality factor below 1.5 in the whole voltage range,
and the reverse current was sub−linear in the nA−range.
Hence, these cells behaved ideally in the sense of Sect. 2.
The surface of these cells was flat. By using a diamond
indenter and manual sample position movement, in three of
these cells 1 mm long scratches with different loads were
made at the surface at room temperature in the middle
between and parallel to two neighbouring grid lines.

Figure 5 shows the dark forward characteristics (a) and
the voltage−dependent effective ideality factors (b) of these
cells. The higher the scratch load, the stronger is the degree
of non−ideality in the cells. Note that the I–V characteristics
in Fig. 5(a) look very similar to forward characteristics of
the industrial cell shown in Fig. 3(a). Hence, diamond scra−
tching at room temperature converts ideal cells into non−
−ideal ones. If the properties of small non−ideal cells are
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Fig. 4. Dark current data for solar cells with various areas based on Ref. 31, see text.

Fig. 5. (a) Dark forward characteristics and (b) voltage−dependent
ideality factors of a virgin ideal solar cell (straight line) and three
cells with 1 mm long diamond scratches between grid lines with dif−

ferent loads, from Ref. 34.



governed by their edge region, this edge region obviously
behaves similar to the scratches made here. Indeed, since
the depth of the scratches, at least that with the higher loads,
was above the junction depth, the scratch groove crossed the
p−n junction, like the edge does. AFM imaging of the scra−
tches revealed clear evidence of plastic deformation in the
scratch region [34], hence the silicon material in this region
was highly disturbed. While in the virgin cell the ideality
factor is below 1.5 in the whole bias range, in the cell with
the 6 g load scratch it increases up to 2, and for the higher
loads it increases up to values of 5. It was suspected before
these experiments that the actual edge still shows the idea−
lity factor of 2, and that only the series resistance increases
the ideality factor [9]. In our case, due to the simple geome−
try, the series resistance to the scratch can easily be calcu−
lated and corrected. Our emitter conductivity was 100 
/sqr
and the scratch of 1 mm length was lying in the middle
between two grid lines having a distance of 1 mm. Hence,
the series resistance to this defect was the parallel circuit of
two emitter regions of 1·0.5 mm2 each, leading to a resis−
tance of 25 
. This resistance could easily be corrected for
the J02 contribution, leading to the dotted lines in Fig. 5. The
result in Fig. 5(b) shows that, indeed, the series resistance
further increases the effective ideality factor. However,
this increase is only significant for higher currents above
1 mA/cm2, and even the resistance−corrected curve shows
an ideality factor well above 2 for currents down to the
μA−range. This proves that the large ideality factor is an
intrinsic property of a highly disturbed layer crossing the
p−n junction. Obviously, the higher the degree of crystal dis−
turbance (higher load), the larger are J02 and n2. Similar
experiments have been performed by exposing the p−n junc−
tion to laser cuts and cleaving along the (110)−direction
[33]. The result was similar as in Fig. 4, except that the val−
ues of n2 were lower. For cleaving along (110) the maxi−
mum value of n2 was close to 2, and for laser cutting it was
about 2.8. Obviously cleaving along (110) is the least dis−
turbing kind of opening the p−n junction, leading to the low−
est local density of recombination states. This explains why,
for laboratory−type monocrystalline cells, where the edge is
usually opened by cleaving along (110), often an ideality
factor of 2 was measured for the recombination current. In
this case the recombination still can be described by Shock−
ley−Read−Hall (SRH) recombination statistics. This also
seems to hold for the scratch with the lowest load, which did
not penetrate the p−n junction yet. In this case obviously
only point defects or dislocations, emitted from the scratch,
influence the junction region. These results have been ex−
plained qualitatively already in Refs. 33 and 34, based on the
coupled defect level recombination model of Schenk [8]. For
a high local density of recombination states, recombination
via multiple energy levels has to be considered, from which
recombination across two levels is the simplest case.

In Fig. 6 different recombination models are summa−
rized, (a) is the traditional Shockley−Read−Hall (SRH) point
defect recombination model. In the original multi−level
(actually two−level) recombination model of Schenk (b),

recombination via shallow and deep level or via two shal−
low levels was assumed, whereby the inter−level recombina−
tion probability was assumed to be infinite. The shallow
levels are necessary here for explaining sufficiently high
band−to−impurity tunnelling probability due to their spa−
tially extended wave functions. The large ideality factor was
explained in this model by the decreasing tunnelling proba−
bility to the shallow level with increasing forward bias due
to the decreasing electric field strength. Since the inter−level
recombination probability should depend exponentially on
the inter−level distance, the assumption of a generally infi−
nite probability is certainly not very realistic. Therefore, in
Refs. 33 and 34 this model was further developed into the
deep donor−acceptor−pair (DAP) recombination model. The
main argument for this model came from the observed local
character of the recombination current, which obviously
only flows in the positions of extended defects. At these
defects the local density of gap states should be extremely
high. Therefore, the overlap of the wave functions even
between deep levels should be sufficient for enabling signif−
icant inter−level charge transfer, which also may be called
hopping. If the energy levels are spreading over the whole
energy gap, the recombination model including inter−level
charge transfer over multiple levels should look like in
Fig. 6(c). However, this model is hard to calculate. There−
fore, for investigating its principal properties, a recombina−
tion mechanism including only two deep levels was pro−
posed, which is sketched in Fig. 6(d). It has been found in
Refs. 33 and 34 that in this case the inter−level recombina−
tion is only more efficient than single level recombination
and represents a significant additional recombination chan−
nel, if the levels show asymmetric capture coefficients,
hence if they are of donor− and acceptor−type. Therefore,
this model has been named “deep DAP” (donor−acceptor−
−pair) model. There are no restrictions as to the energy posi−
tion of the two levels, hence the donor level may lay either
above or below the acceptor level. In the latter case the
inter−level transfer is thermally activated.

In this deep DAP model the high ideality factor is due to
saturation of the inter−level recombination channel, leading
to a hump in the n(V) characteristics. It was found that the
magnitude and the position of this hump strongly depends
on the energy positions and on the capture and inter−level
recombination parameters of the two levels involved. Based
on this qualitative model, recently a realistic quantitative
model for describing high local densities of recombination
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Fig. 6. Different models for depletion region recombination: (a)
SRH model, (b) Schenk model, (c) multi−level model, (d) deep DAP

model.



centres in depletion regions of p−n junctions has been intro−
duced by Steingrube et al. [35]. In that work (Ref. 35), by
using advanced 2−D device simulation techniques and real−
istic assumptions for the defect level distributions and
recombination statistics, the experimental dark I–V charac−
teristics shown in Fig. 5(a) could be successfully repro−
duced. Moreover, electron injection from the emitter into
a surface depletion layer of the p−region according to the
model sketched in Fig. 7 was realistically simulated in
Ref. 35, which was proposed already in Ref. 31 and also
mentioned in Ref. 34. In Fig. 7 it is assumed that, due to the
presence of surface states, only the surface of the low−doped
p−region is depleted, but not that of the highly doped
n+−region. It was found that this surface depletion provides
indeed a second mechanism, independent of coupled defect
level recombination, which may lead to currents with idea−
lity factors larger than 2. By preferred injection of electrons
into the depleted surface region of the p−material, this mech−
anism extends the effective recombination area, which oth−
erwise was confined to the narrow line where the junction
crosses the surface. Without this extension, the maximum
possible value of the edge−J02 would be limited by current
crowding and the finite thermal velocity to some 10–8 A/cm
[36], whereas in reality values up to 10–5 A/cm can be
measured.

Thus, it can be assessed now that the physics behind
unexpectedly large recombination currents showing unex−
pectedly large ideality factors seems to be clarified. This
recombination current is flowing in local regions with
a high density of recombination centres crossing the p−n
junction. These regions may be the un−passivated cell edge
or scratches or any other spatially extended highly recombi−
nation−active extended defects. The magnitude of this de−
pletion region recombination current may be further increa−
sed by the field−induced extension of the surface recombina−
tion region sketched in Fig. 7. Hence, the recombination
current is generally a local current and not a homogeneous
one, therefore it cannot be explained by any 1−D cell model
assuming homogeneous properties of the whole cell. This
was proven by numerous dark lock−in thermography
(DLIT) investigations published, e.g., in Refs. 14, 19, 20
and 21. Note that, at a relatively low forward bias of 0.5 V,
the DLIT image is dominated by J02 contributions (recombi−
nation or second diode current), whereas at a higher forward
bias of 0.6 V it is dominated by J01 contributions (diffusion
or first diode current) [20].

If DLIT images taken at several biases are evaluated, the
diffusion and recombination current contributions can be
completely separated from each other [21]. In Fig. 8 such an
image of the recombination current Jrec of a typical multi−
crystalline cell measured at 0.55 V is shown [23], together
with the image of the effective ideality factor between 0.525
and 0.55 V and an electroluminescence (EL) image of this
cell, showing the distribution of the grown−in crystal defects
in the bulk material. Note that, if n2 is taken as a variable,
the local values of J02 spread over many orders of magni−
tude [22]. Therefore, it is useful to display the recombina−

tion current density Jrec at a certain voltage instead of J02.
Only if n2 = 2 is assumed, the image of J02 is proportional to
the local recombination current density. It is visible in Fig. 8
that the recombination current flows indeed only in some
local positions, including the edge region, whereas in most
of the area it is negligibly small. The circular shape of some
of these “J02−type shunts” is an overexposure effect caused
by the unavoidable thermal halo around each shunt; if prop−
erly scaled all these shunts would appear essentially point−
or line−like. The effective ideality factor shown in Fig. 8(b)
is close to unity in most of the area, including the crystal
defect regions. In the edge region the effective ideality fac−
tor is close to neff = 2, but in some edge positions and espe−
cially in some local shunt positions it exceeds neff = 10.
Since in these regions the recombination current dominates
over the diffusion current, here neff = n2 holds. The spatial
distribution of the recombination current is not visibly cor−
related to the distribution of the crystal defects visible in the
EL image Fig. 8(c), in most of these defect regions Jrec is
negligibly small. This, together with the not increased neff in
the defect regions, proves that the bulk crystal defects do not
significantly contribute to the recombination current. The
nature of the distinct local maxima of Jrec in some spots in
the area (so−called J02−shunts) is not known yet.

Another argument for the validity of the above outlined
theory of the recombination current is its striking similarity
to the theory describing the I–V characteristics of amor−
phous p−n junctions. According to Nardone et al. [37] these
junctions are also characterized by a large ideality factor.
The “optimal channel hopping” model described there ac−
tually corresponds to the multi−level model shown in
Fig. 6(c). The hopping transport in amorphous material dis−
cussed by Nardone corresponds to the inter−level charge
transfer discussed in our model. Amorphous material is
equivalent to semiconductor material with a high density of
gap states, as it may be present in un−passivated edge re−
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Fig. 7. (a) 2−D band diagram sketch, and (b) simplified equivalent
circuit of recombination at the surface of the p−region close to the
n+−p junction. According to this model, the surface recombination
occurs in a larger region than in the small stripe where the p−n junc−

tion crosses the surface.



gions or at scratches. Indeed, it is well known from indenter
experiments that plastic deformation of silicon in micro−
−regions may lead to the conversion of crystalline into amor−
phous silicon material. Nardone also described and explai−
ned the correlation between ln(J02) and n2, which is regu−
larly experimentally observed by DLIT and also follows
from our simulations [35].

3.2. The diffusion (first diode) current

Figure 9 shows an image of the diffusion current density of
the cell used also for Fig. 8, again in comparison with the
EL image [23]. Here the correlation is very good, the re−
gions with locally increased diffusion current correspond to
defect−containing regions with low EL signal. In these re−
gions �eff is reduced, leading according to Eq. (5) to a locally
increased J01. In this respect the diffusion current behaves as
theoretically expected. The series resistance−induced verti−
cal dark stripes in the EL image are not reflected in the
DLIT image, since the latter is only linearly, but the EL im−
age is exponentially dependent on the local voltage. How−
ever, it was shown in Sect. 2 that the mean value of J01 is
somewhat larger than expected. This is due to the fact that,

for evaluating an inhomogeneous lifetime distribution in so−
lar cell material, it is not permitted to average the local life−
time linearly, as it was assumed for the theoretical predic−
tions in Sect. 2. Note that the dominant influence of the life−
time on solar cell efficiency is less its influence on Jsc but
rather that on J01. In a solar cell all regions are electrically
connected to each other by the metal grid, hence all regions
of the emitter are basically lying on the same electric poten−
tial. Hence, if J01 is distributed inhomogeneous, the value of
J01 for the whole cell is in good approximation the linear av−
erage of J01 over all cell regions. Since according to Eq. (5)
J eff01 1~ � holds, this magnitude has to be averaged in an
inhomogeneous cell for correctly estimating its efficiency
according to a homogeneous cell model. This rule, which
leads to a stronger emphasis of low lifetime regions, was
first proposed by Sinton [38].

Note that the presence of the metal grid leads under illu−
mination to the occurrence of lateral equilibrating currents in
the cells, if the lifetime is inhomogeneous. Then, under
open−circuit condition, the locally generated photocurrent Jsc
only weakly depends in the local lifetime �, but J01 more
strongly depends on it. Hence, since the bias is everywhere
nearly the same, in “bad” regions of low lifetime or in some
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Fig. 8. (a) DLIT−based image of the recombination current of a multicrystalline silicon solar cell at 0.55 V and (b) of the effective ideality fac−
tor between 0.525 and 0.55 V, (c) EL image of this cell [a.u.], all taken from Ref. 23. The colour bar in (a) holds for all images, the scaling

ranges are indicated in (a) and (b).

Fig. 9. (a) DLIT−based image of the diffusion current density of a multicrystalline silicon solar cell at 0.55 V and (b) EL image of this cell
[a.u.], taken from Ref. 23, (c) EL image [a.u.], and (d) J01 image [a.u.] of a poor crystal quality region of an equivalent cell [39].



shunt positions there is a positive cell current and in “good”
regions there is a negative one. With other words, the “good”
regions generate net photocurrent, which is consumed by the
“bad” regions as a dark current. Between these regions lateral
equilibrating currents flow both in the bulk and in the emitter
with its grid. Due to these currents, the minority carrier con−
centration in the “bad” regions is in a solar cell under illumi−
nation much higher than in an equivalent wafer, where these
equilibrating currents do not flow. This has to be regarded
e.g. for the interpretation of PL images of solar cells. Under
maximum power point conditions these equilibrating cur−
rents become weaker, but still may exist.

While in the LIT−based diffusion current density image
Fig. 9(a) of the cell, which was already used for Fig. 8, the
regions with poor crystal quality appear quite homogeneous
(cloudy), in the EL image (b) it becomes visible that they
consist from narrow dark lines. These lines are recombina−
tion−active grain boundaries of various types. They become
better visible in the higher resolution EL image [Fig. 9(c)] of
a poor crystal quality region of another but equivalent solar
cell [39]. Unfortunately, lock−in thermography, due to the
inevitable lateral heat conductivity in silicon, does not allow
to image such fine structures in its basic imaging mode. How−
ever, if the cell surface is covered by a thin black paint layer,
a high lock−in frequency is used, and the thermal blurring is
removed by spatial deconvolution, high−resolution LIT
images leading to the result shown in Fig. 9 (d) may be
obtained [39]. This image shows that also the bright regions
in Fig. 9(a) actually consist from narrow bright lines on
darker background. Hence, as also the EL image Fig. 9(c)
shows, the lifetime in most parts of the multicrystalline mate−
rial volume is quite good, but at the recombination−active
grain boundaries it is considerably reduced. Therefore, in
these grain boundary positions the local value of J01 is
strongly increased, as Fig. 9(d) shows. Though these grain
boundary regions occupy only a small fraction of the cell
area, this leads to a significant increase of the average value
of J01, compared to that of the undisturbed material between
the grain boundaries. It was estimated in Ref. 39 that, in this
poor crystal quality region, about 60% of the current flows
across the grain boundary regions and only 40% across the
undisturbed area. Hence, by adding the grain boundaries to
an undisturbed region, the average diffusion current increases
by 150%. If we assume that the grain boundaries occupy
about 10% of the area, in this region J01 must be increased,
compared to the surrounding, by a factor of 15. Hence, accor−
ding to Eq. (5), in this region the lifetime is reduced by a fac−
tor of 152 = 225. Even if a linear dependence of J01 on �eff is
assumed, the local lifetime were reduced by a factor of 15 and
the average by a factor of 1.5. If the lifetime were averaged
linearly across this region, it would reduce by less than 10%
due to the grain boundaries, leading according to Eq. (5) to
only 5% increase of J01 (10% for J01 ~ 1/�eff). This has to be
compared with the 150% increase of J01 in reality. This dem−
onstrates that the inhomogeneity of the lifetime in multi−
crystalline material is the main reason why there the experi−

mental value of J01 of these cells is significantly higher than
that expected from the linearly averaged effective lifetime of
this material.

Another origin of non−ideal behaviour of the first diode
current comes from an injection−level dependent effective
lifetime. Shockley’s diode Eq. (1) only holds for a constant
value of the excess carrier lifetime. If the Shockley−Read−
−Hall (SRH) capture coefficients of a recombination centre
are asymmetric, hence if one of them is significantly smaller
than the other one, the occupancy state of this centre may
depend on the injection level [4]. This always leads to an
increase of the lifetime with increasing injection level (i.e.,
with increasing minority carrier concentration), since the
corresponding recombination channel tends to saturate. If
only one SRH level should dominate the lifetime, this life−
time increases above a certain carrier concentration propor−
tional to this concentration [40]. Also extended defects may
lead to an increase of the lifetime with increasing injection
level. The latter case usually holds for oxide−passivated
back surfaces and also for electrically active grain bound−
aries or other extended crystal defects in multicrystalline
material. Recombination rate saturation at oxidized surfaces
has been analysed by Robinson et al. [41]. If the lifetime is
governed by extended defects showing a high local density
of states, these defects capture majority carriers and charge
up, leading to a potential barrier with a depletion region
around. It is well−known from deep level transient spectros−
copy (DLTS) investigations that this type of extended de−
fects does not show exponential carrier capture properties,
as SRH−type point defect levels do, but rather a logarithmic
“barrier−controlled” majority carrier capture and also non−
−exponential thermal emission [42]. Since, under steady−
−state injection condition, the majority carrier capture rate
exponentially depends on the barrier height, this barrier
height and the captured charge at the defect reduce loga−
rithmically with increasing minority carrier concentration.
This means that, in contrast to SRH−type levels, the satura−
tion of the recombination of extended defects may occur
slowly, extending over many orders of magnitude of carrier
concentration.

According to Eq. (5) any increase of the effective life−
time leads to a reduction of J01. Hence, any injection−depen−
dent lifetime may be described by a voltage dependent satu−
ration current density J01(V). If the lifetime variation occurs
within a limited bias range, this leads to a hump in the dark
I–V characteristics, hence in a limited forward bias region
the ideality factor of the diffusion current is larger than
unity. This has not to be confused with the depletion region
recombination effects, that have been discussed in the previ−
ous Section. Such humps in the dark I–V characteristics
have been found for recombination at oxidized surfaces [41]
and for recombination dominated by a single SRH−level
[43]. If the recombination is, however, dominated by exten−
ded crystal defects, like dislocations or grain boundaries in
multicrystalline solar cells, the dark characteristics does not
show a hump but, over a wide forward bias range, an idea−
lity factor slightly larger than unity, as it was shown by
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Macdonald et al. [40]. These authors have observed that the
lifetime increases slower than expected for a single SRH
level, and they explain this by the superposition of the
action of two different SRH levels. An alternative and
maybe even better explanation for the unexpectedly slow
increase of the lifetime with carrier concentration would be
to consider the special barrier−controlled recombination
properties of this type of extended defects, as it was done for
the interpretation of DLTS experiments [42].

If the saturation of the recombination activity can be
described by n1 > 1 over an extended bias range, the two−
−diode equation reads

J V J
V R J V

n V

J
V R J V

n V

s

T

s

( ) exp
( )

exp
( )

#�
�

�
�
�
�

�
�
	

�
�

01
1

02
2

1

T

s

P
sc

V R J V

R
J�

�
�
�

�
�
	 �

�
�1

( )
.

(10)

Here the saturation current density of the diffusion cur−
rent is named J01

# for distinguishing it from J01 in Eq. (2).
For n1 > 1, J01

# may be significantly larger than J01 at V =
Vmpp. Hence, if n1 is considered as a variable, the values of
the diffusion current density are quantitatively not compara−
ble anymore with the J01 values obtained under the assump−
tion of n1 = 1. As mentioned above, the same holds for the
recombination current density J02 if n2 is taken as a variable.
An injection−level dependent lifetime can also be expressed
in the conventional two−diode Eq. (2) by introducing a bias−
−dependent saturation current density of the shape [44]
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For n1 = 1, J01
# = J01 holds, and (2) and (10) become

identical.
Note that it is hard to identify an ideality factor of the dif−

fusion current larger than unity in a dark I–V characteristic, if
it occurs in addition to a strong recombination current with a
variable ideality factor n2. In a typical multicrystalline cell,
the diffusion current dominates only in a small bias range,
where the characteristic is also influenced by the series resis−
tance. Therefore, in most analysis of I–V characteristics, this
effect will be attributed to variations of the other parameters.
The more parameters are included in an I–V characteristics’
analysis, the less accurate are the results for each single pa−
rameter. Nevertheless, I–V analysis have been made under
the assumption of a variable n1, and values significantly
larger than unity have been obtained for cells made from
multicrystalline material, in contrast to monocrystalline ones
[7]. However, in this analysis the series resistance Rs is con−
sidered to be constant, which is also not correct, see Sect. 3.5.
It will be shown in this Section that only the assumption of an
ideality factor of the diffusion current larger than unity allows
for a unified explanation both of the dark and the illuminated
characteristics of multicrystalline solar cells with a consistent
set of diode parameters, leading also to the correct value of
the open−circuit voltage.

It was mentioned already in Sect. 2 that there are two
different contributions to the saturation current, which are
the base saturation current described by J01

b, which is due to
electron injection from the emitter into the base, and the
emitter saturation current described by J01

e, which is due to
hole injection from the base into the emitter. The good cor−
relation of Jdiff to the bulk lifetime, which is reflected in the
EL image shown in Fig. 9, is a strong indication that, at least
in this case, J01

b dominates over J01
e. Note that the emitter of

industrial silicon cells is highly doped up to 1020 cm–3. In
this doping range Auger recombination dominates, leading
to a lifetime decreasing with the inverse square of the carrier
concentration [4]. The emitter lifetime is further reduced by
surface recombination, texturing, and diffusion−induced
crystal defects [45]. Therefore, in spite of the high doping
concentration, J01

e may assume non−negligible values. Mo−
reover, injection into the emitter is further enhanced by car−
rier−induced gap shrinking [46]. All these effects are inde−
pendent of the existence of bulk crystal defects. It can,
therefore, be expected that J01

e is essentially homogeneous
also in multicrystalline cells, though this has not been pro−
ven yet. While typical values of J01 for multicrystalline cells
are between 1000 and 2000 fA/cm2, in the high−quality parts
of industrial multicrystalline cells J01 was estimated to about
500 fA/cm2 [39], which is about the value expected for
monocrystalline cells of the present standard technology.
Measured values of J01

e on high−quality floating zone (FZ)
material have revealed values between 20 and 200 fA/cm2

[47]. Thus, for mono− and multicrystalline solar cells made
by the presently dominating technology implying full−area
Al back contact, J01 is not yet or only little influenced by
J01

e. In near future, however, also industrial solar cells will
show high efficiency designs, implying dielectric backside
passivation and lower doped emitters, where J01

b may come
into the 10 fA/cm2 range. Then, for obtaining sufficiently
high values of the open−circuit voltage Voc, also J01

e has to
be minimized. Indeed, the present development goes into
the direction of reducing the emitter doping concentration,
which not only increases Voc by reducing J01

e (due to a
higher effective emitter lifetime) but also by increasing Jsc

due to a better blue−sensitivity of the cells.

3.3. The ohmic current

Ohmic shunts can easily be identified by DLIT, since they
show the same thermal signal under forward and reverse
bias, e.g., at +/–0.5 V [48]. The classical diode theory [24,
25] does not explain any ohmic conductivity. Many ohmic
shunts have obvious technological origins, like an incom−
pletely opened edge or a crack in the bulk material, where
the emitter or some metallization paste crosses the cell [48].
Another very common type of ohmic shunts is caused by Al
particles or residues of Al paste at the surface of the emitter.
At the final contact firing step, this Al alloys in, leading to
a p+−doped region around the particle by over−compensating
the emitter. This p+ region, which is in direct contact to the
p−base, makes an ohmic tunnel junction to the n+ emitter
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region around, leading to the ohmic shunt [48]. These tech−
nology−originated shunts are well−known and will not
further be described here.

The most common material−induced ohmic shunts in
multicrystalline silicon material are due to filaments con−
sisting from cubic SiC, having some μm diameter and hun−
dreds of μm length, which are crossing the bulk material and
short−circuit the emitter to the back contact [49,50]. These
filaments develop preferentially in the upper part of the Si
block due to oversaturation of carbon in the melt, and they
preferentially grow within grain boundaries in growth direc−
tion. If a solar cell or a wafer is polished from both sides and
imaged in a light microscope in transmission mode by using
a black−and−white silicon CCD camera (without IR filter),
the SiC filaments can be imaged as shown in the left part of
Fig.10 (a) [50]. These filaments in a grain boundary, which
are basically aligned in the direction of crystallization, per−
pendicular to the plane of Fig. 10(a), are usually branching
and appear like a fence, where the varying inclination of the
grain boundary to the surface governs the apparent width of
the fence in the image. This figure also shows at the right
some horizontally growing SiC filaments, which are not
lying in a grain boundary. If the surface of a region contain−
ing such filaments is etched by HF−HNO3, the filaments
stick out of the surface, as shown in Fig. 10(b) [50]. It has
been found that these filaments are highly n−type doped by
nitrogen, which is the dominant shallow donor in SiC and is
present in the Si melt in high concentration [50,51]. Thus, if
these filaments cross the cell, they are in direct electric con−
tact to the n+−type emitter and yield a hetero−junction to the
p−type base material. Therefore, these filaments can easily
be detected by EBIC from the cell backside after removing
the ohmic back contact [51]. If the filaments have also an
ohmic connection to the base contact of the cell, they yield
an ohmic shunt between the emitter and the base. A single
SiC filament shows a typical resistance of several 100 

[51], but these filaments usually appear in groups counting
many filaments, which leads to a serious shunting activity
[48].

In monocrystalline silicon material there are no SiC pre−
cipitates, and in a technologically faultless cell also the
other mentioned ohmic shunt sources should be absent.
Nevertheless, even there the analysis of the dark I–V charac−
teristics always reveals a certain amount of ohmic conduc−
tivity. Also here the investigation of diamond−scratched
PERL−type cells has led to decisive progress in understand−
ing this phenomenon. Fig. 11(a) shows the reverse charac−
teristics of the cells diamond scratched at different loads
[34], from which the forward characteristics were already
shown in Fig. 5 in Sect. 3.1. While, in this scaling range, the
reverse current of the virgin cell and that of the cell scrat−
ched at a load of 6 g (where the scratch did not penetrate the
p−n junction yet) are negligibly small, the reverse current
increases dramatically if the scratch penetrates the junction
(loads of 9 and 27 g). This shows that scratching not only
generates a strong J02 contribution, as shown in Fig. 5 of
Sect. 3.1, but it also generates a significant ohmic current

contribution. For investigating the physical nature of this
current, its temperature dependence was measured. In
Fig.11(b) [34] the result is shown as log(I) over 1/T 1/4. It is
visible that, in a wide temperature range from –50 to
+100°C, log(I) is proportional to 1/T 1/4. This special tem−
perature dependence is typical for variable range hopping
conduction in a constant density of states near the Fermi
level according to Mott’s theory [52]. This type of conduc−
tion has been observed regularly for highly disturbed semi−
conductors and insulators, like nano− and microcrystalline
silicon layers [53]. Hence, if the diamond scratching has
generated a locally homogeneous and energetically continu−
ous density of gap states, the hopping conduction mecha−
nism at weak reverse bias may be sketched as in Fig. 11(c).
Note that this mechanism corresponds exactly to the multi−
−level recombination mechanism sketched for the forward
bias case in Fig. 6(c). Hence, if the local density of gap
states is sufficiently high in some extended defects, under
forward bias this causes multi−level recombination leading
to an exponential characteristics with a large ideality factor.
Under reverse bias it leads to a hopping conduction, which
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Fig. 10. (a) Light microscope image of SiC filaments in a polished
wafer, (b) SE image of SiC filaments sticking out of the surface after

chemical surface etching.



is ohmic for low reverse biases. These two processes are
two sides of the same medal. This ohmic hopping conduc−
tion mechanism should also hold for non−passivated solar
cell edges, and it explains the ohmic reverse conductivity of
otherwise faultless industrial crystalline solar cells. The in−
fluence of the edge on the ohmic conductivity was proven
also by the area−dependent reverse conductance shown in
Fig. 4(b). A direct imaging of this edge current in another
monocrystalline cell, which shows a very faint signal (see
arrows), is shown in Fig. 11(d). In this image also leakage
currents below the busbars are visible. For these, usually
non−linear, shunts below the metallization, usually Schot−
tky−type defects are made responsible [48]. Hence, it is
assumed that there the metal is in a direct contact to the
base. An alternative explanation were the in−diffusion of
some metallic impurities from the metal paste into the
underlying material. These impurities may generate a high
local density of gap states in the depletion region, which
may lead to depletion region recombination (J02), hopping
conduction, or trap−assisted tunnelling, see next Section.

In 2009, Wagner et al. have introduced DLIT results
pointing to a further ohmic conduction mechanism in multi−
crystalline silicon solar cells [54], which was unknown

before and was described in more detail by Bauer [55]. Fig−
ure 12 shows DLIT−based current density images of an
industrial multicrystalline cell at different temperatures, all
measured at –10 V and displayed in the same sensitive scal−
ing range [55]. The white regions in these images are the
pre−breakdown sites, which will be discussed in Sect. 3.4.
Here the interesting region is the area between the break−
down sites. The essentially homogeneous current density
signal in this region clearly increases with increasing tem−
perature. A detailed voltage− and temperature−dependent
analysis of the region framed in Fig. 12 has revealed that the
current in this region increases linearly up to –10 V and then
reaches a kind of saturation. The temperature coefficient is a
few %/K at room temperature and reduces with increasing
temperature [55]. Until now, this current contribution has
been found only in multicrystalline cells, but not in mono−
crystalline ones. The nature of this current contribution is
not clear yet. It appears unlikely that this is J01 or J02 accord−
ing to classical diode theory, since this current should be
smaller by some orders of magnitude, it should show
another temperature dependence, and it should correlate
with the local defect density. According to Fig. 12, how−
ever, this current contribution seems to be nearly homoge−
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neous. Together with the edge current discussed above, it
should be responsible for the positive temperature coeffi−
cient of the reverse current at low reverse bias, see next Sec−
tion. In Fig. 12 also the edge current under reverse bias,
which was discussed above, is clearly visible.

3.4. The reverse current

Since all junction breakdown or other conduction phenom−
ena discussed in this Section appear far below the nominal
breakdown voltage for a bulk doping concentration of 1016

cm–3 of about –60 V [4,30], they will be called in the follow−
ing “pre−breakdown” phenomena. A review on the under−
standing of junction breakdown in multicrystalline silicon
solar cells has been published recently [56], which was
based on the state of the art in 2010. Therefore, this topic
will only briefly be summarized here and updated by some
most recent results. A general finding for most industrial
multicrystalline cells is that, at low reverse bias (typically
up to –3 to –5 V, see also Fig. 3 (c), the reverse characteris−
tics is linear, whereas at higher reverse bias the current
increases more or less exponentially. As a rule, beyond a
certain threshold voltage (typically about –13 V for a net
doping concentration of 1016 cm–3) the steepness (slope) of
the exponential characteristics further increases. Below this
threshold voltage the temperature coefficient (TC) of the
current is positive and beyond it becomes negative. These
properties are nicely visible in Fig. 13 [55,56].

Detailed quantitative local investigations of pre−break−
down in multicrystalline cells have been performed by
many authors using reverse−bias DLIT imaging, reverse−
−bias electroluminescence (ReBEL) imaging, and electron
beam−induced current (EBIC) imaging methods. Generally,
all pre−breakdown events appear locally in microscopically
small positions. Only the conventional avalanche or Zener
breakdown at a plane junction, which was discussed in Sect.
2, may lead to a homogeneous breakdown current. It has
been found that local pre−breakdown sites in silicon solar
cells can be classified into three types called type−1, type−2,
and type−3 [56]. For a net doping concentration of about
1016 cm–3, type−1 dominates up to –3...–5 V, type−2 domi−
nates from –3...–5 to –13 V, and type−3 dominates beyond
–13 V. Since all breakdown mechanisms are governed by

the electric field in the p−n junction, increasing the bulk dop−
ing concentration leads to a reduction of these voltage limits
and vice versa. The net doping concentration in upgraded
metallurgical grade (UMG) material is usually higher than
the usual value of 1016 cm–3, therefore, the reduction of the
breakdown voltage in cells made from UMG material is due
to the higher doping concentration there [57].
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Fig. 12: DLIT−based current density images of a multicrystalline cell, measured at –10 V at different temperatures [55].

Fig. 13. (a) Reverse characteristics of a typical multicrystalline solar
cell at two temperatures, (b) at room temperature in half−logarithmic

drawing [55,56].



The type−1 breakdown, which also has been named
“early breakdown”, corresponds to essentially ohmic cur−
rent contributions. They are due to local ohmic shunts, like
Al particles at the surface [58], and to the other ohmic con−
duction mechanisms discussed in the previous Section.
Actually, ohmic conduction is no junction breakdown me−
chanism in the physical sense. Nevertheless, especially if
conduction by Al particles is considered, these sites appear
in DLIT like junction breakdown sites. They may even lead
to light emission under reverse bias (ReBEL) [48,58],
though there is only a poor correlation between the shunt
strength and the amount of light emission [23]. This can be
understood by considering that the light emission is essen−
tially due to radiative intra−band thermalization of hot carri−
ers, which are accelerated by high electric fields. Depending
on the geometry of the shunt, which decisively governs the
series resistance to it, and the shape of the current flow, an
ohmic point shunt may or may not lead to sufficiently high
local electric fields necessary for generating light emission.

The type−2 breakdown has also been named “defect−
−induced breakdown”, since it is always observed in the
position of recombination−active grain boundaries [56].
Therefore, a good spatial correlation exists between the den−
sity of type−2 breakdown sites and the crystal defect density,
which becomes visible, e.g., by forward bias electrolumi−
nescence imaging. It has also been found that the density of
type−2 breakdown sites is significantly increased in cell
regions, where the material has been facing to the walls of
the silicon casting crucible [56]. It is well known that, dur−
ing the silicon crystallization procedure, iron diffuses out of
the casting crucible into the silicon material. Hence, it can
be expected that iron may play a decisive role in forming
these breakdown sites. Indeed, it had been shown in micro
X−ray fluorescence investigations by Kwapil et al. [59] that
iron−containing precipitates may exist in type−2 breakdown
sites. By performing TEM investigations in these sites, nee−
dle−shaped FeSi2 precipitates have recently been found in
grain boundaries, which may stick through the p−n junction
[60]. They consist from �−type FeSi2, which is a quasi−
−metallic silicide modification. It can be assumed that this
silicide forms a Schottky diode to the low−doped bulk mate−
rial and an ohmic contact to the highly doped emitter. Figure
14 (a) shows a sketch of the proposed geometry of the
type−2 breakdown sites [56]. The breakdown should occur
at the lower end of the precipitate needle, where the field
strength is highest due to the electrostatic tip effect. It will
be shown below that, for a p−n junction, this tip effect
reduces the breakdown voltage from –60 to –13 V. Even for
a plane Schottky diode the reverse current mechanism dif−
fers considerably from that in a p−n junction [4]. Here the
conduction mechanism is thermionic field emission, which
is influenced by image−force effects and the field depend−
ence of the barrier height. In Fig. 14(b) the mechanism of
thermionic field emission is sketched for n−material. It is
visible that the electrons may tunnel through the uppermost
part of the energy barrier. Therefore, the reverse current in a
Schottky barrier increases gradually with the reverse bias

and becomes significant already at lower field strength than
that of a p−n junction. The temperature coefficient of this
current is positive. It can be expected that the reverse cur−
rent of a Schottky diode in a tip geometry of Fig. 14(a) also
depends on geometrical parameters, like the inclination of
the grain boundary and the remaining length of the precipi−
tate needle in the bulk material. Moreover, it cannot be
excluded that �−FeSi2 is not the only type of precipitates
leading to type−2 breakdown sites. It was shown by Schne−
emann et al. [61] that indeed the onset voltages of different
type−2 breakdown sites are different, and that the current
through each site is series resistance−limited. Only the su−
perposition of an ensemble of many breakdown sites with
consecutive appearance of breakdown currents leads to the
exponentially increasing reverse current observed for the
whole cell.

The type−3 breakdown sites are responsible for the faster
increasing exponential current contribution, which domi−
nates for a doping concentration of 1016 cm–3 beyond –13 V
and shows a negative temperature coefficient of the current.
Only this current is due to the avalanche mechanism (impact
ionization), which is theoretically expected to dominate the
whole breakdown behaviour of silicon solar cells [4]. The
reason for the unexpectedly low breakdown voltage is local
field increase at a curved (bowl−shaped) p−n junction. It was
calculated by Sze and Gibbons [30] that a bowl−shaped cur−
vature of the junction with a radius of 300 nm reduces the
breakdown voltage from –60 to –13 V. Solar cells with
acidic texture (iso−texture), which is commonly used for
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multicrystalline cells, usually contain in certain regions a
high density of several μm deep etch pits with sharp tips
having a radius in the nm−range [62]. If the phosphorous dif−
fusion leads to a junction depth of 300 nm below the sur−
face, which is a typical value, at the tips of these etch pits the
junction is bowl−shaped with a radius of 300 nm, which just
explains the amount of the reduction of the breakdown volt−
age. In contrast to the type−2 breakdown sites, the onset
voltages of all these type−3 breakdown sites in a cell are the
same. Therefore, in spite of the fact that also these micro−
scopic breakdown currents should be series resistance−lim−
ited, their simultaneous onset leads to a steep increase of the
reverse current within a small reverse bias range, as shown
in Fig. 13(b). It has been found that these etch pits are not
caused by conventional bulk dislocations (their density in
mc material is much higher than the density of these etch
pits), but rather by special line defects lying in certain grain
boundaries [63]. Nievendick et al. [64] have found a general
correlation between breakdown voltage and the degree of
roughness in acid etched cells, which should also be due to
the curving of the p−n junction at a rough surface. In solar
cells with alkaline texture no etch pits occur. Nevertheless,
there is also avalanche breakdown in such cells, but the
threshold voltage is some Volts higher than for acidic tex−
ture. It could be shown recently that in such cells preferen−
tial phosphorous diffusion in certain line defects in grain
boundaries also lead to curved and partly bowl−shaped p−n
junctions [65]. Here, due to geometrical reasons, the effec−
tive curvature radius under reverse bias is larger than for the
deeper etch pits, which explains the higher breakdown volt−
age. It can be expected that this mechanism is active also for
acidic textured solar cells, but there it should be covered by
the dominating effect of the etch pits.

Thus, the pre−breakdown behaviour of multicrystalline
cells is basically understood now. In monocrystalline cells
there are no crystal defects and therefore also no etch pits,
precipitates, and sites of preferred phosphorous diffusion.
Of course, the ohmic conduction mechanisms, like Al parti−
cles or hopping conduction at the edge, are also active in
monocrystalline cells. Indeed, the reverse currents of mo−
nocrystalline cells are, in the voltage range below –20 V,
one to two orders of magnitude lower than that of multi−
crystalline cells. As also Fig. 11 (d) shows, the local break−
down sites in monocrystalline cells are concentrated at the
edges and below the busbars. Also in the edge regions some
irregularities of the electric field may be expected, which
may lead to avalanche−type pre−breakdown. In a recent
work of Dubois et al. [66] breakdown on alkaline etched
monocrystalline UMG cells of various doping concentra−
tions has been investigated. It was found that the breakdown
current shows a negative temperature coefficient in the
whole investigated reverse bias regime. The “hard” break−
down voltages, where a steep increase of the reverse current
occurs, coincide with empirical expressions obtained for
uncompensated material. However, the negative tempera−
ture coefficient of the “soft” breakdown currents below
these voltages is an indication that also here, most probably

in the edge regions, some electric field distortions exist
leading to avalanche−type pre−breakdown.

Another possible reverse current mechanism, which is,
e.g., used for interpreting reverse characteristics of infrared
light detectors [67], is trap−assisted tunnelling. This mecha−
nism is related to the hopping conduction discussed for low
reverse biases in Sect. 3.4, except that here only one contrib−
uting level is considered. Like the internal field emission
mechanism (Zener effect, band−to−band tunnelling), it
should show a positive temperature coefficient of the cur−
rent, since the gap energy shrinks with increasing tempera−
ture. The generally negative temperature coefficients mea−
sured in Ref. 66 indicate that trap−assisted tunnelling should
not play a dominant role there. However, this does not mean
that there are no local sites in mono− or multicrystalline cells
where breakdown occurs by trap−assisted tunnelling.

3.5. Relation between dark and illuminated
characteristics

In the two−diode model described by Eq. (2), current densi−
ties are used instead of currents. This makes the results inde−
pendent of the cell area. However, it also implicitly assumes
that the current density is homogeneous across the area. As
we have seen in the previous Sections, this is as a rule not
the case for industrial silicon solar cells. Another implicit
assumption of this approach is the so−called “area−related
series resistance” Rs, which is given here in units of 
cm2.
This means that each elementary region of the cell having an
area of A is connected to the cell terminals by an independ−
ent series resistance R = Rs/A. In simplest case such a region
is one pixel of an image of the cell. If, for example, 2×2
pixel binning is applied, the pixel area A quadruples and R
to each pixel quarters, but the area−related resistance Rs
remains. The model behind this rule may be called “star
model”, in which all elementary diodes are connected to one
point, which is sketched in Fig. 15(a). Here one diode sym−
bolizes the complete two−diode approach, including the first
and second diode, a possible parallel resistance, and a possi−
ble photocurrent source, see Sect. 2. Until now, this star
model is used in all concepts for imaging the local series
resistance of solar cells, see Ref. 23.

In reality, a solar cell represents a three−dimensionally
extended device implying both vertical and horizontal cur−
rent paths. Here the series resistance to a certain region of
the p−n junction may have different contributions, like the
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Fig. 15. (a) Star model of a solar cell, (b) distributed series resistance
model.



contact resistances to the n− and the p−region, the series
resistance within the bulk material, the series resistance
within the emitter, and the resistances of the metallic
busbars and grid lines. Most importantly, the current paths
within such a device depend on the magnitude of the current
and may be different between the dark and the illuminated
case. Such a device can only be understood in detail by per−
forming a 2− or 3−dimensional device simulation implying
self−consistent solution of the transport and recombination
equations, which leads to a consistent description of the
dark and the illuminated characteristics [68]. Fortunately,
the basic physical differences between the star model and a
real solar cell can also be understood by applying a 1−di−
mensional model. Such a model neglects the thickness of
the cell and describes e.g. the horizontal current flow from
a grid line (assumed to have zero resistance) through the
emitter to the region between two grid lines. For a full−area
backside contact, as it is still standard in the present technol−
ogy, the series resistances caused by the back contact and
the bulk resistance are negligible. If we neglect also the
series resistance to the busbars (4−wire contacting with
multi−point contacts), the main contributions to the series
resistance come from the resistance of the grid lines, from
the contact resistance between the grid lines and the emitter,
and from the sheet resistance in the emitter. The resistances
of the emitter acts as a so−called “distributed series resis−
tances” as sketched in Fig. 15(b), where again one diode
symbolizes the first and second diode, a possible parallel
resistance, and a possible photocurrent source. The resis−
tances at the bottom will be discussed later. The essence of
a distributed series resistance is a horizontal current flow in
a resistive element with a continuous current drain on its
whole current path. Then only the rightmost elementary
series resistance in Fig. 15(b) carries only the current of its
attached diode. From right to left, the elementary series
resistances carry the currents of an increasing number of
elementary diodes. This is a fundamentally different circuit
than the star model of Fig. 15(a). In particular, this model
cannot be described anymore by the area−related two−diode
model of Eq. (2). Also the resistance of the grid lines may be
described by such a distributed model, except that here the
elementary diodes have to be replaced by another circuit of
Fig. 15(b) describing the influence of the emitter resistance
at a certain grid line position. Hence, in a real solar cell two
circuits of this type are convoluted.

There have been numerous publications dealing with the
influence of the distributed series resistance on solar cell
characteristics, see, e.g., Refs. 69–71. These publications
consider only a 1−dimensional series resistance, hence they
assume that, e.g., the emitter sheet resistance represents the
dominating contribution to the distributed series resistance.
By discussing luminescence−based local series resistance
images, we recently have concluded that in many cases the
influence of the grid lines should be dominating over that of
the emitter [71]. One important result of all these simula−
tions is that, for low current densities, where the voltage
drop at a distributed resistance is well below VT (25.69 mV

at 25°C), the distributed resistance model is equivalent to
the star model. Then, if the cell is homogeneous, the current
flows still homogeneous and is not influenced by the series
resistance yet. For a faultless solar cell this condition is met
for current densities up to about 0.1 Jsc. Hence, the differ−
ences between both models are limited to the high current
part of the dark characteristics and to illuminated character−
istics for illumination intensities above 0.1 suns. In Fig.
14(b), except of the distributed series resistance, for each
elementary diode also an individual series resistance is
introduced, which may be called a homogeneous (not dis−
tributed) series resistance [71]. This is an area−related resis−
tance (which increases inverse to the area of the elementary
diode) in the sense discussed above for Fig. 15(a), which
may be e.g. due to a contact or path resistance.

It is well−known and was described, e.g., in Refs. 69–71
that the influence of a distributed series resistance may be
modelled by considering current− and illumination inten−
sity−dependent series resistances in a two−diode (star) mo−
del, hence for the whole cell assuming essentially homoge−
neous current flow. Though this is a very formal approach,
it represents already an important improvement over the
conventional two−diode model with a fixed series resis−
tance. Recently an analytic approach has been published
[71] for describing the current dependency of the effective
series resistances of a whole device in the dark and under
illumination, based on the equivalent circuit of Fig.14 (b)
and on the analytic results of [69]. This concept assumes
that the whole considered cell can be described by a parallel
acting set of equivalent circuits that can be described by the
model in Fig. 14(b). The approach splits the series resis−
tance into a homogeneous resistance Rhom (i.e., a non−dis−
tributed one) and a distributed resistance Rdis, both having
the units of 
cm2 and being fixed parameters. The effective
(current−dependent) series resistance is a non−linear combi−
nation of Rhom and Rdis, which can be described in the dark
and under illumination by two empirically obtained analyti−
cal equations. The procedure proposed in Ref. 71 first fits
J01, J02, n1, n2, and Rp to the low−current part of the dark
characteristic, where the series resistance is just the sum of
Rhom and Rdis and has only a weak influence. The ideality
factor of the diffusion current n1, which only weakly influ−
ences the shape of the dark characteristic, is chosen so that
the measured open−circuit voltage matches the simulated
one, see Sect. 3.2. These data allow the construction of the
“suns−Voc” dark characteristic also for higher currents,
which is the characteristic without any series resistance. By
comparing the high−current part of the measured dark char−
acteristic with this suns−Voc characteristic, the current−de−
pendent effective series resistance Rs(J) is obtained. By fit−
ting this dependency to the distributed series resistance
model, the values of Rhom and Rdis are obtained for this cell.
It has turned out that the low−voltage part of the illuminated
characteristic simulated by these data fits the measured one
only for low illumination intensity. The reason for this will
be discussed below. Therefore the values of n2, J02, and (if
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necessary) also Rp for the illuminated characteristic are fit−
ted independently, based on the values of J01, n1, Rhom, and
Rdis obtained from the evaluation of the dark characteristic.

Figure 16(a) shows typical results of the simulation for
an illumination intensity of 1 sun. It is visible that the effec−
tive series resistances for low currents are independent of
the current, but the distributed series resistance leads to a
difference between the dark and the illuminated resistances.
For increasing current, the dark resistance reduces, but the
illuminated one increases. All these effects are due to cer−
tain current−dependent changes of the current paths in the
device. Fig. 16(b) shows an example of fitting experimental
Rs data to the theory of [71]. The final fitting parameters
were Rhom = 0.09 
cm2, Rdis = 0.87 
cm2, Rp = 44.4
k
cm2, J02 = 5.17*10–8 A/cm2 and n2 = 2.76. The cell used
for this example is the one also used for the experimental
characteristic of Fig. 3. Figure 16(c) shows the comparison
of the dark and the reduced (i.e., Jsc−subtracted) measured
and simulated illuminated characteristic (all Rs−corrected)
for illumination intensities of 1 sun and 0.1 sun. We see that
the illuminated characteristic can only be described by the
data of the dark characteristic for 0.1 sun intensity, but not
for 1 sun. Possible reasons for this will be discussed below.
If the parameters J02 and n2 of the illuminated characteristic
at 1 sun are fitted independently by using the values of J01,
n1, Rhom, and Rdis of the dark characteristic, a perfect fit of
the illuminated characteristic may be obtained, as Figs.
16(c) and (d) show [71]. A reasonable fit is also possible by

assuming constant series resistances, but then different val−
ues for them and for J01 have to be assumed in the dark and
under illumination. It has to be mentioned that this method
[71] is only accurate if the investigated cell is macroscopi−
cally homogeneous and faultless, hence if it does not show
strong local inhomogeneities of the dark current (esp. of J01)
and of the series resistance (no non−contacted regions).

The physical reason for the deviating values of J02, n2,
and, in certain cases, probably also of Rp, between the dark
and the illuminated condition is a departure from the superpo−
sition principle, that has been described by Robinson et al.
[72]. These authors pointed out that actually the semiconduc−
tor device equations are highly nonlinear with respect to car−
rier concentrations. Only the application of certain usual ap−
proximations, especially the total depletion approximation,
leads to linearity, which is, e.g., a condition that the quasi
Fermi levels cross the depletion region horizontally also un−
der current flow. By performing PC1D simulations [73],
which do not use such approximations, two types of depar−
ture from the superposition principle have been identified.
Departure 1 only appears if the recombination levels have a
strongly different capture cross section for electrons and
holes, as it is the case, e.g., for an oxidized surface [41]. In
this case the Jsc−reduced illuminated current is lying below
the dark current for the same voltage. Departure 2 has been
found in all simulations to varying degrees and is strongest
for a low bulk lifetime. It leads, for low voltages, to a Jsc−re−
duced illuminated current higher than the dark current, as it
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was shown in Fig. 16 (c). As shown there, the amount of this
departure increases with increasing illumination intensity.
Since this effect is only active at low voltages, it can be de−
scribed as an extra (light intensity−dependent) contribution to
the recombination (second diode) current or, in extreme
cases, to an apparent reduction of Rp in the illuminated char−
acteristics. The deeper physical reason for both departures is
the fact that, under illumination and under current flow, the
electron quasi Fermi level in the bulk is lying above that at
the same p−n junction voltage in the dark. This leads to an
earlier saturation of recombination via saturable SRH−defects
(departure 1) and to a generally higher bulk recombination
level under illumination and low forward bias than in the dark
(departure 2). Hence, the extra current being responsible for
departure 2 is due to recombination in the bulk and not in the
depletion region. Describing it in the two−diode model as an−
other contribution to the (depletion region) recombination
current is only a formal measure. In reality, this is a variation
of the first diode (diffusion) current, which is due to recom−
bination in the bulk. Note that this effect is the reason why,
for quantitative photoluminescence (PL) image evaluation,
always a PL image taken under short−circuit condition has to
be subtracted from all other PL images [74].

It has been reported sometimes that the parallel resistance
Rp of a solar cell depends on the illumination intensity [75]. If
the parallel resistance is measured as the inverse of the slope
of the dark or illuminated characteristics at 0 V (which is ac−
tually wrong even for homogeneous cells, see discussion of
Eq. (7) in Sect. 2), this “effective” parallel resistance some−
times reduces with increasing illumination intensity. Also
cases have been reported where Rp increases with increasing
light intensity [76]. According to Sect. 3.3 there is no known
mechanism leading to an illumination−dependent parallel re−
sistance. However, this effect may stem from a departure
from the superposition principle like the one discussed in
Ref. 72. In this work also other departures from the superpo−
sition principle are discussed, like the above mentioned dis−
tributed series resistance effect, high−injection conditions in
the bulk, and voltage−dependent depletion region recombina−
tion, which may play a big role for thin−film solar cells, where
the bulk is not thick compared to the depletion region any−
more. A significant departure from the superposition princi−
ple, which is physically related to the distributed series resis−
tance, was mentioned by Bowden and Rohatgi [77]. If there
is an extended high−resistance region in a solar cell, where,
e.g., the grid contact resistance is too high, this region is con−
nected to the rest of the cell by a resistance. Also then the illu−
minated characteristical may show the characteristic “incli−
ned roof”, which is usually interpreted as a parallel resistance.
This effect, like departure 2 described by Robinson et al.
[72], is proportional to the illumination intensity and vanishes
for low intensity or in the dark. Also the effect reported in
Ref. 75 was finally attributed to a high−resistive area [78].
The effect described in Ref. 76 may be due to the fact that, in
this work, only the 1−diode model according to Eq. (3) and
the approximation of a constant resistance was used. Never−
theless, this effect may exist. The application of the DLIT−

−based local efficiency analysis [22] to a typical industrial so−
lar cell (implying an EL− (RESI)−based Rs image), and the
analysis of the simulated global characteristics only by the
slope at 0 V, lead to values of Rp

dark = 4.18 k
cm2, Rp
0.1sun =

4.13 k
cm2, and Rp
1sun = 3.94 k
cm2, which is a measur−

able reduction. This analysis does not take into account any
departure from the superposition principle after Robinson et
al. [72] but only local series resistance effects based on the
two−diode model.

A possible explanation of this effect will be described
here for the first time. It was mentioned already for the dis−
cussion of Eq. (7) in Sect. 2 that the slope of the I–V charac−
teristics close to 0 V is significantly influenced by J02 and n2

and may be responsible for the effective parallel resistance of
a cell. It was also described in Sect. 3.1 that J02 is flowing
only in some local positions where the p−n junction is crossed
by extended defects. This may be the edge of the cell, where
the local series resistance is especially high. In the dark, a
J02−type edge shunt shows a differential resistance at 0 V
given by Eq. (7). Under illumination and under short−circuit
of the busbars, however, due to the series resistance to this
shunt, such a region may be forward−biased by about 100
mV. Under this forward bias the differential resistance of a
J02−shunt is significantly reduced due to its exponential charac−
teristics, which leads to a reduced effective parallel resistance
of the whole device under illumination, compared to the dark
case. It must be evaluated by further measurements and simu−
lations, whether this effect is strong enough for explaining
measured illumination−induced parallel resistances.

4. Summary and outlook

This review article summarizes a number of findings on
industrial mono− and multicrystalline silicon solar cells,
which have been obtained only in the last years and are not
yet contained in any textbooks on semiconductor device
physics [4] or solar cell physics and technology [11,12].
Nevertheless, they strongly influence the electronic proper−
ties of industrial solar cells and have to be understood for
further optimizing their efficiency. These results were only
described in the original literature and are collected for the
first time in this review. The most important findings may
be summarized as follows:
1. The depletion region recombination (second diode) cur−

rent does not flow homogeneous but only in local posi−
tions, where extended recombination−active defects
cross the p−n junction. This may be the edge of the cell,
scratches, or some other still unidentified defects.

2. The main reason for the large ideality factor of the re−
combination current is most probably multi−level recom−
bination. This recombination type is only effective for
extended defects, showing a very high local density of
deep states.

3. The same type of defects is a source of ohmic currents
under weak reverse bias by hopping conduction. Other
important ohmic current sources are Al particles at the
surface, cracks, incompletely opened edge, and SiC fila−
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ments in multicrystalline material. There are indications
that there is another still unidentified weak homoge−
neous current flow in multicrystalline cells, also show−
ing a positive temperature coefficient.

4. Since the surface of the p−type bulk in the edge region is
expected to be depleted, preferred electron injection from
the emitter into this potential groove leads to a spatial ex−
tension of the region of edge recombination, which may
significantly increase the amount of edge recombination
and also may lead to ideality factors larger than two.

5. The ideality factor of the diffusion (first diode) current may
be larger than unity due to recombination saturation effects.

6. In multicrystalline material, grain boundaries may sig−
nificantly attribute to the diffusion current.

7. The pre−breakdown behaviour of the cells is governed
by microscopically small local breakdown sites. Until
now three basically different breakdown types were
identified, which are type−1 (early breakdown, ohmic or
nearly ohmic, mostly by Al particles, see finding 3),
type−2 (defect−induced breakdown, always in recombi−
nation−active grain boundaries, caused by FeSi2 needles
or other precipitates), and type−3 (avalanche breakdown,
local field increase by etch pits or by preferential phos−
phorous diffusion at line defects in grain boundaries).

8. The two−diode model, even if a series and a parallel re−
sistance are included and if variable ideality factors are
regarded, is only a coarse approximation of a solar cell,
which only holds correct for low current densities. For
current densities higher than 0.1 Jsc, the influence of the
distributed series resistance has to be regarded. This ef−
fect leads to changes of the current paths between dark
and illumination and for different currents.

9. This distributed series resistance can approximately be
regarded as a current−dependent effective (lumped) se−
ries resistance, which can be given analytically as a
function of current, different for the dark and illumi−
nated case, and requires the introduction of only one
new parameter (Rdis).

10. The first diode current under illumination deviates from
that in the dark due to a known deviation from the super−
position principle. Though this additional current contri−
bution has some similarity to the depletion region recom−
bination current, it is caused by recombination in the bulk.

This article only deals with results obtained on solar cells of
the presently dominating technology, which includes p−bas−
se material, full area Al back contact, P−diffused emitter,
and screen−printed contacts. However, even if future novel
concepts like n−base material, dielectric backside passiva−
tion with local contacts, or selective emitters are employed,
the basic sources of non−ideal behaviour described here will
remain as described, even for mono−crystalline material,
where applicable. Some physical questions still remain open
for coming investigations, which are, e.g.:
– Which crystal defects, except the edge and scratches, are

responsible for the depletion region recombination cur−
rent? How is their correlation to the recombination−ac−
tive bulk crystal defects?

– Which other defects, except FeSi2 needles, are responsi−
ble for type−2 breakdown?

– What is the origin of the homogeneous reverse current
observed in multicrystalline cells?
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