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a b s t r a c t

By evaluating four lock-in thermography images of a solar cell taken at four different biases and an

independently measured series resistance image, images of all local two-diode parameters are

obtained. Assuming the local validity of the two-diode model, this information enables the construction

of local and global dark and illuminated characteristics and of realistic images of local solar cell

parameters like efficiency, fill factor, and open circuit voltage with a good spatial resolution. Within this

procedure, an injection-dependent lifetime may be regarded by assuming an ideality factor larger than

unity for the diffusion current. The possibilities and limitations of this approach are discussed and

selected results on a typical industrial multicrystalline cell are introduced. The proposed procedure is a

valuable tool for judging which local defects are especially harmful for degrading the fill factor or the

open circuit voltage, respectively, and extrapolating the properties of a cell where certain types of

defects are excluded. A general limitation of this approach is that it assumes an individual but constant

series resistance to each pixel, which neglects the distributed character of the series resistance.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Local inhomogeneities in solar cells are strongly affecting their
efficiency. This holds particularly for inhomogeneities of the dark
current–voltage (I–V) characteristic, which is a measure of the
recombination properties in the device and is influenced by
material properties and technological limitations. Sites of locally
increased dark current density are traditionally called ‘‘shunts’’
and were originally expected to be generally ohmic. However, it
has been found very early that many of these shunts show a non-
linear (diode-like) I–V characteristic [1,2]. In any case, each
internally flowing leakage current represents a current loss and
degrades the fill factor (FF) and/or the open circuit voltage Voc of a
solar cell and must therefore be evaluated. Lock-in thermography
performed in the dark (DLIT [3]) is the technique of choice to
detect and evaluate such leakage currents, since it directly and
quantitatively images the locally dissipated power density in a
solar cell. It is usual to describe global and local I–V characteristics
of solar cells by the two-diode model, attributing the dark current
to three contributions, namely the ‘‘diffusion current’’ being
characterized by an ideality factor of unity and a saturation
current density J01, the (depletion region) ‘‘recombination cur-
rent’’ being characterized by a saturation current density J02 and
an ideality factor n2 (often assumed to be two), and an ohmic
‘‘shunt current’’ characterized by a parallel resistance Rp, which is
ll rights reserved.
usually expressed as an area-related resistance in units of
O cm2 [4]. All these current contributions are defined as a
function of the local voltage Vloc, which differs from the applied
bias voltage VB by the voltage drop across the series resistance Rs.
If the minority carrier lifetime in the material is injection-
dependent, the ideality factor of the diffusion current may be
larger than unity [5]. If the depletion recombination occurs via
extended defects with a high concentration of recombination
centers crossing the p–n junction, as it may happen in the edge
region or at scratches, the ideality factor n2 of the recombination
current may be significantly larger than two [6]. The first attempt
to construct local dark and illuminated I–V characteristics from
LIT images dates back to 1998 [7]. However, the method intro-
duced there was not practicable for general use yet. In particular,
it did not allow one to image local solar cell parameters. In an
earlier publication [8] it was described that, if an image of the
local series resistance Rs is available, images of all four two-diode
parameters J01, J02, n2, and Rp (resp. its inverse, the ohmic
conductivity Gp in units of S/cm2) may be obtained by evaluating
four DLIT images, three of them taken at three different forward
biases and one taken at a low reverse bias. An iterative procedure
managing this local parameter fit was described and implemen-
ted in a code called ‘‘Local I–V’’, for details of this procedure
see [8]. The decisive limitation of this procedure was that it was
only able to simulate dark characteristics of the local diode
without considering the local series resistance Rs. This series
resistance was used for correctly calculating the two-diode
parameters, but ‘‘Local I–V’’ was not able to display realistic local
efficiency or fill factor images. This limitation was due to the fact
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that, within the two-diode model, the I–V characteristic regarding
Rs is only given implicitly. Also illuminated characteristics were
not considered yet in ‘‘Local I–V’’.

In this contribution a decisive extension of the ‘‘Local I–V’’
procedure will be described, which overcomes these limitations
and thus enables, among others, the simulation of realistic images
of local solar cell parameters, like the local efficiency Z(x,y), the
local fill factor FF(x,y), and the local open circuit voltage Voc(x,y).
Note that these local parameters for a certain position (x,y) are
actually only ‘‘hypothetical’’ parameters describing the local
efficiency potential. They only hold if a whole homogeneous solar
cell would have the electronic properties of this very position
(x,y). In the usual reality of an inhomogeneous cell, the parallel
connection of all local regions leads to an averaged value of the
cell parameters, which makes it impossible to measure them
locally. Mechanically dividing a cell into small sub-cells is
destructive and inevitable creates additional leakage currents at
the edges of the sub-cells, just as any real solar cell edge is
characterized by an edge current [3,6,8]. The goal of the proce-
dure introduced here is to ‘‘measure’’ these local solar cell
parameters non-destructively. Actually, the local dark character-
istics are fitted to the DLIT measurement, and from these data the
illuminated characteristics are simulated, leading to the local
solar cell parameters. This enables a detailed local efficiency
analysis of inhomogeneous solar cells, including the information
which local defects are most dangerous for degrading FF and Voc,
and what is the efficiency potential of a cell if certain defects were
avoided. Of course, this DLIT-based local efficiency analysis is
based on several simplifying assumptions, which will be sum-
marized and discussed in the following section. Results of an
efficiency analysis of a typical industrial multicrystalline solar cell
using two different Rs-data are presented in Section 3 (Results),
and the significance of the results and limitations of the proce-
dure are discussed in Section 4 (Discussion).
2. Procedure

The first version of the ‘‘Local I–V’’ method was described in
detail already in [8], therefore here only its basic principles will
be summarized. As outlined in [3], for wafer-based solar cells,
the �901 DLIT signal image data T�901(x,y) (given in any units,
e.g., mK) may be converted into a power density image p(x,y) by
applying:

pðx,yÞ ¼
T�901

ðx,yÞP

/T�901
ðx,yÞSA

ð1Þ

here P is the power dissipated by the cell during the pulse period
(voltage times current), A is the cell area, and /T�901(x,y)S is the
average value of the �901 signal across the whole solar cell. The
evaluation after (1) provides a spatial resolution in the order of
one thermal diffusion length, which is about 2 mm for a lock-in
frequency of 10 Hz [3]. This formula holds true independent of
the accuracy of the temperature reading of the camera and of the
local infrared (IR) emissivity (as long as it is homogeneous), since
these parameters influence the local and the average �901 signal
in the same way. The ‘‘Local I–V’’ method relies on the fact that
different dark current contributions are characterized by different
dependencies of the current on the local voltage across the p–n

junction. This local voltage may deviate from the bias voltage VB

applied to the cell, since there is a series resistance to each
position causing an inevitable voltage drop, depending on the
local current density. If this voltage drop would not be considered,
the quantitative evaluation would not work correctly. Since the
area-related series resistance Rs(x,y) (given in units of O cm2) may
be distributed inhomogeneous, the ‘‘Local I–V’’ procedure needs
an Rs-image of the investigated cell as an input. This image may
be measured e.g., by photoluminescence (PL) or electrolumines-
cence (EL) imaging [9,10] or by applying the so-called RESI
method, which is a combination of EL and DLIT imaging [11].
Alternatively, if the evaluation is made at relatively low voltages,
where a low current is flowing and the voltage drop is weak, the
series resistance also may be assumed to be locally constant.
From the locally dissipated power density measured by DLIT, the
applied bias V, and the known local value of Rs the local voltage
across the junction Vloc and the locally flowing current density
J(Vloc) may be calculated, as it was described in [8]. It is well-
known and generally accepted that, assuming a constant minority
carrier lifetime in the material, the local dark J–V characteristic
may be described in each position by the so-called two-diode
model described by [4]:

JðV locÞ ¼ J01 exp
eV loc

kT
�1

� �
þ J02 exp

eV loc

n2kT
�1

� �
þ

V loc

Rp
¼ Jdiff ðV locÞ

þ JrecðV locÞþ JshuntðV locÞ ð2Þ

J01 is the saturation current density of the diffusion current Jdiff,
J02 is the saturation current density and n2 the ideality factor of
the (depletion region) recombination current Jrec, Rp is the parallel
resistance governing the shunt current Jshunt, and kT/e is the
thermal voltage being 25.69 mV at 25 1C. The local diode para-
meters must be determined for each position (x,y) separately. The
extraction of these local parameters from DLIT images is the goal
of the ‘‘Local I–V’’ procedure. This problem is solved by evaluating
the results of four DLIT images taken at four different biases V1,
V2, V3, and Vrev, three of them under forward and one under
reverse bias. First, all DLIT images are converted into power
density images by applying (1). Then the four unknown diode
parameters J01, J02, n2, and Rp are obtained for each position by
applying a special iterative procedure described in [8], which fits
in each position (x,y) the four J(Vloc) data pairs of the four
voltages, where the DLIT images have been taken, to the two-
diode model (4). While the previous ‘‘Local I–V’’ procedure has
neglected the influence of the 2nd diode on the reverse current,
this influence, which may be measurable for very large ideality
factors, is regarded in the new procedure ‘‘Local I–V 2’’. Thus, this
new procedure also includes the ohmic conductivity Gp¼1/Rp in
the iteration by including a forth equation in the iteration loop,
fitting the ohmic and the recombination current to the measured
reverse current. Therefore ‘‘Local I–V 2’’ allows a correct fitting of
all four voltage points of characteristics having ideality factors
up to 50.

Once the four diode parameters are calculated for each posi-
tion (x,y), and Rs(x,y) is known, the solar cell is completely locally
characterized. Then the dark I–V characteristics of the local diodes
(without regarding Rs) may be calculated for each single position
(x,y) or as an average over a certain selected region of the cell by
applying (2). This kind of characteristic, without the influence of
the series resistance, is in the PV community often called ‘‘suns-
Voc’’ characteristic [12]. For a whole solar cell, it can be obtained
by measuring the open circuit voltage Voc as a function of the
illumination intensity measured in units of ‘‘suns’’ (one ‘‘sun’’
equals 1000 W/m2 at AM 1.5). From the suns-Voc characteristic
the ‘‘illuminated suns-Voc’’ characteristic may be obtained by
applying the superposition principle, indicating that the illumi-
nated characteristic equals the dark characteristic shifted in
current-direction by the short circuit current density Jsc:

JillumðV locÞ ¼ JdarkðV locÞ�Jsc ð3Þ

This principle holds because the photo-induced current is
independent of the voltage, in contrast to the dark current. Under
short circuit condition (V¼0), the dark current is zero and only
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the photo-induced current Jsc flows. If the dark current is defined
to be positive, the illuminated current is negative, since it is a
reverse current. Nevertheless it is usual to display also illumi-
nated characteristics as a positive current, as it will be done also
in the following.

If the local series resistance has to be regarded in I–V char-
acteristics, which corresponds to the calculation of ‘‘real’’ I–V

characteristics, the current values cannot be expressed analytically
anymore. Note that the local current density J also influences Vloc

in (2). Nevertheless, for any value of Vloc the current density may
be calculated after (2), from which, knowing Rs, the applied bias
voltage VB may be calculated. In the new software code ‘‘Local
I–V 2’’, where this procedure is implemented, this calculation is
performed in the dark and under illumination for a representative
number of Vloc-values, and the resulting J–VB data pairs (which are
not equidistant in VB) are re-sampled and stored for any position
(x,y) in a 3-dimensional temporary lookup-table to obtain the local
current values of any arbitrary VB. The ‘‘Local I–V 2’’ software, like
the former version, allows one to display images of the two-diode
parameters, of the total dark current, or of any of the three current
components Jdiff, Jrec, or Jshunt at any of the three forward biases.
Moreover, it now also calculates images of local cell parameters,
like the local open circuit voltage Voc (which is, of course,
independent of Rs), the local fill factor FF, and the local efficiency
Z, see below. The local short circuit current density Jsc(x,y) may be
either assumed to be homogeneous or may be loaded as a
Jsc-image. Such an image for AM 1.5 may either be measured by
evaluating spectrally resolved light beam-induced current (LBIC)
measurements (see [13]) or eventually by properly evaluating local
bulk recombination properties obtained from EL or PL images (see
[9,10]). Based on the illuminated suns-Voc characteristics calcu-
lated by (3), images of the so-called ‘‘pseudo fill factor’’ pFF and the
‘‘suns efficiency’’ Zsuns are also calculated, which both do not regard
the local series resistance. Also images of the effective ideality
factor and of the effective ‘‘suns-Voc’’ ideality factor (without the
influence of Rs) are calculated between V1 and V2 and between V2

and V3, respectively. Finally and most importantly, by using the Rs-
corrected local I–V data stored in the lookup table, the ‘‘Local I–V 2’’
software simulates also ‘‘real’’ local characteristics considering the
local Rs, either in the dark or illuminated, for any position (x,y) or
for a selected region. Based on these local illuminated character-
istics, the images of the local Voc, FF, and Z are calculated. It was
already mentioned that these efficiency parameter images only
describe the local efficiency potential. They are all calculated for
the individual maximum power point (mpp) in each position.
Therefore, for a given global mpp-voltage of the whole cell, also
images of the local voltage, current density, fill factor, and the
generated power density at this global mpp are calculated. These
data may be compared with local efficiency imaging data obtained
e.g., by illuminated LIT investigations [14] or photoluminescence
imaging [15]. An important option is to calculate local dark and
illuminated I–V curves (for any chosen illumination intensity), both
of single positions and of selected extended regions. In the latter
case the pixel currents are summed up over the selected region.
Since this region may also be the whole cell, the procedure enables
the simulation of ‘‘suns-Voc’’ characteristics (hence dark or illumi-
nated characteristics of the local diode, local voltages averaged) or
‘‘real’’ I–V characteristics of whole solar cells, based on their local
analysis. The ‘‘Local I–V 2’’ code is available at [16] or via the author.

The approximations underlying this procedure are the following:
(1)
 It assumes the validity of the two-diode model for any
position. Hence it assumes that the superposition principle
holds (the photocurrent is independent of the bias, and the
dark current flows unchanged also under illumination), and
that the ideality factors n1 and n2 of J01 and J02, respectively,
are independent of the local voltage. The value of n1 may be
entered as a parameter holding everywhere, whereas n2 may
either be assumed to be two or may be taken as a variable,
which is fitted to the experimental data. Note that there are
known departures from the superposition principle. Based on
PC1D-simulations, Robinson et al. [17] have pointed to two
common departures from the superposition principle, from
which departure 2 is most distinct for strong recombination
in the bulk or at the backside. The reason for this departure is
that, under illumination at zero Volt bias (short circuit), the
minority carrier concentration and thus the recombination
rate in the bulk is significantly higher than at zero bias in the
dark. This effect is proportional to the current density and acts
on the illuminated characteristic like an additional parallel
conductivity or a recombination current. Thus, it mainly leads
to an additional reduction of the fill factor. Note that these
minority carriers are the reason why for PL image evaluation
always the PL image under short circuit has to be sub-
tracted [9]. It can be assumed that the remaining weak
deviation between our simulated and measured illuminated
characteristic shown below is at least partly due to this effect,
since our fill factors appear generally slightly too large.
Moreover, since there may be serious departures from the
superposition principle for certain types of thin film solar
cells, the procedure described here is less appropriate for
such cells.
(2)
 The procedure assumes that each pixel is characterized by an
own area-related current-independent series resistance Rs,
which is conventionally defined as the local voltage drop
divided by the locally flowing current density [9–11]. Though
this concept is widespread, it is actually wrong, since all
currents flowing horizontally in the grid lines or in the emitter
are leading to a distributed series resistance. This means that
the local I–V characteristics of all diode positions along a
horizontal current path contribute to the voltage drop across
this path. In this way, the characteristics of different regions
interfere with each other; the voltage drop in one position
depends also on the characteristic in another position in the
same current path. This is due to the fact that, depending on
the magnitude of the current in the high current regime, the
current paths may be different. For the whole cell, if the local
diode properties are essentially homogeneous, a distributed
series resistance may be described as a current-dependent
lumped Rs [18]. However, since in an inhomogeneous cell
different regions show different I–V characteristics, the men-
tioned interference between different regions prevents that
even a variable local Rs may describe the voltage drop in a
certain position under all biasing and illumination conditions.
This does not mean that the conventional definition of a
constant local Rs is useless. For a certain operation condition
of the cell (dark or illuminated, at a certain current level) it
correctly describes the local voltage in the device. Thus, for
the procedure described here it is advisable to use a series
resistance image measured under the condition of the highest
forward bias of the DLIT images used in the analysis, where
the series resistance has the strongest effect.
(3)
 The procedure assumes that the local DLIT signal is propor-
tional to the local product of voltage times current density.
This proportionality is based on the energy conservation law,
which holds for the whole cell but not necessarily locally.
Note that also the Peltier effect, which does not dissipate
power but transports latent heat over certain distances,
influences the local temperature modulation. If a forward
current flows in the dark, there is Peltier cooling at the two
metal-semiconductor contacts, there is a strong Peltier cool-
ing at the p–n junction, and some part of the recombination
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energy represents the corresponding Peltier heating; the sum
of all Peltier effects being zero [3,19,20]. If any horizontal
current is flowing in the cell, the Peltier heating or cooling
may lead to local thermal signals different to that expected by
the energy conservation law. This law can only be used for
interpretation of DLIT signals if there is essentially vertical
current flow in the region under investigation, where all
Peltier heat flows cancel each other [3,19]. Since the spatial
resolution of the DLIT results used here is about 2 mm, which
is large compared to the cell thickness of 0.2 mm, this
condition is met here. However, if the spatial resolution
should be further improved, e.g., by working at a considerably
higher lock-in frequency or by applying spatial deconvolution
[3], care must be taken for the disturbing influence of Peltier
signals.
(4)
 The procedure only evaluates the heat dissipation at the local
diode and neglects the heat dissipation at the series resis-
tances. This leads to negligible errors as long as the voltage
drop at Rs is low compared to the bias voltage. It has been
shown in [8] that, even if this is not the case, the results still
remain reasonable. Nevertheless, since also the DLIT signal in
high-Rs region is weak and its noise level is high, the
procedure described here works most reliably with solar cells
not having serious Rs problems.
(5)
 This procedure assumes a homogeneous infrared (IR) emis-
sivity and a meaningful DLIT signal across the whole cell. In
positions, where this is not the case (bare cell, leading to low
emissivity at Ag grid lines and in the edge region due to the
missing Al back contact there, shadowing of the bus bars by
current leads), the dark current may be underestimated.
While this effect is negligible for the narrow grid lines, as
long as whole large solar cells are investigated, it is not
negligible in the bus bar regions. In ‘‘Local I–V 2’’, the bus
bar regions may be marked as a ‘‘bad pixel’’ regions, where
their DLIT input data values are replaced by the average
values of their surrounding.
3. Results

All results shown here are obtained on a typical 156�156 mm2

sized industrially processed multicrystalline solar cell in standard
technology (iso-textured, POCl3-diffused, screen-printed metalliza-
tion, full-area Al back contact). The measured and simulated cell
parameters are summarized in Table 1. This cell, which shows a
relatively high Rp of 11.6 kO cm2 (no ohmic shunt problems), was
already characterized in detail in [21].

3.1. Measurement conditions

All measurements were made at a cell temperature of 25 1C.
First it had to be decided under which conditions the DLIT
images are measured and which type of Rs image should be used.
e 1
data as provided by the producer, as monochromatically measured (850 nm),

mulated using PL-Rs data, as simulated using RESI-Rs data, and as simulated

g RESI-Rs data and assuming n2¼2.

Producer

data

850 nm

meas.

PL-Rs sim. RESI-Rs

sim.

RESI,

n2¼2

[mA/cm2] 31.8 31.8 31.8 31.8 31.8

c [mV] 625 624 623 625 625

[%] 76.5 77.6 77.5 78.0 78.1

%] 15.2 15.4 15.4 15.5 15.5
The signal-to-noise ratio of any DLIT image strongly depends on
the lock-in frequency, the acquisition time, and on the signal
amplitude, hence on the power dissipated by the cell during the
measurement. For the DLIT images shown here a lock-in fre-
quency of 10 Hz and an acquisition time of 1 h per image has been
selected. The cell was imaged barely and multi-point contacting
and 4-point probing was applied. Since there is no Al back contact
in the edge region, which contributes to the IR emissivity, and the
bus bar region is shadowed here by the current leads, current
contributions from these two regions may be somewhat under-
estimated. The general rule for the application of ‘‘Local I–V’’ is:
the signal-to-noise ratio (SNR) of the results is the better, the
higher the currents during the measurements and the higher the
voltage differences between them. On the other hand, the lower
the voltages (and currents) of the DLIT measurements is, the less
important is the voltage drop at the series resistance. Hence, if no
series resistance image is available and a constant series resis-
tance has to be assumed, it is advisable to work with lower
currents. Then the error of eventually wrong Rs-values is low, but
the SNR of the results is also low. Since here we wanted to
compare the influence of different Rs images, it was decided to
work with relatively high biases resp. currents. All results shown
here are based on four DLIT images taken at 0.5 V (173 mA),
0.55 V (563 mA), 0.60 V (2361 mA), and �1 V (�24 mA). It has
been found that the qualitative results of this procedure (e.g., the
distinction between diffusion and recombination current) are
only little dependent on the selection of the measurement biases.
If lower biases are chosen, or if the biases are lying more closely
together, the SNR of the results degrades. A significantly higher
reverse bias than �1 V should be avoided for excluding any pre-
breakdown effects. For improving the SNR, pixel binning of 2�2
was applied, leading for the originally 512�512 pixel images to
256�256 pixel results. Two independently obtained Rs images
were used. The first is a PL-based Rs image after Trupke [9] taken
close to the maximum power point, which was kindly provided
by D. Hinken from ISFH (Hameln) and was shown already in [21].
The second Rs image is a so-called RESI image [11]. Here the local
voltage at the highest applied forward bias of V3¼0.6 V is
measured by evaluating two EL images, one taken at 0.56 V and
one taken at 0.6 V by using the ‘‘EL-Fit’’ procedure described
in [22]. Alternatively, the local EL-bias at 0.6 V may also be
calculated by evaluating a 0.6 V EL image and an EL image at a
considerably lower bias as a ‘‘scaling image’’ after [9,10].
The ‘‘Local I–V 2’’ procedure allows one to calculate the RESI-Rs

image after [11] from such a loaded V3(x,y) image and the DLIT
image of V3. Note that this is a ‘‘dark Rs’’ image, whereas the PL-Rs

image is an ‘‘light Rs’’ image. As it will be discussed in the
following section, there are significant local differences between
these two Rs images.

3.2. Global characteristics and local diode images

Fig. 1 shows most of the input images used in this investiga-
tion. In (a) to (c), instead of the original DLIT images, the current
density images scaled in mA/cm2 calculated by (3) are shown.
Qualitatively, these images are indistinguishable from the input
DLIT images, apart from their different scaling units (mA/cm2 vs. mK).
This points to the fact that, as long as the series resistance is so
low that the local voltage drop is only a few 10 mV see Fig. 1e,
the procedure (3) leads to negligible changes of the current
density, compared to the usual procedure J¼p/VB without regard-
ing Rs [3]. However, it is important to regard even a weak Rs for
calculating the correct local voltage Vloc, which may strongly
influence the assignment of the current components. Many sites
of increased forward current (shunts) are visible in (a) and (b), but
only a few of them, which show an ohmic conductivity contribution,



Fig. 1. (a) Current density at 0.5 V, (b) current density at 0.6 V, (c) current density at �1 V, (d) PL-Rs image, (e) local voltage image from EL at 0.60 V, (f) RESI-Rs image.

All scaling limits are indicated, the color and scaling bars in (c) hold for all images.
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are also visible in (c). The two dominant shunts at the top and at
the bottom of the cell appear artificially broadened in this scaling
range; in an optimized scaling range they also appear point-like.
At 0.5 V there is a low amount of homogeneous current compared
to 0.60 V, and at �1 V there is no homogeneous current at all. This
confirms earlier findings that the homogeneous current is only due
to the diffusion current, which dominates at higher forward bias,
and that there is no homogeneous ohmic current [21]. Fig. 1d
shows the PL-Rs image, (e) the local voltage image V3(x,y) obtained
from EL image evaluation, and f) the RESI-Rs image, calculated from
(b) and (e), in the same scaling as (d). We see that, though (d) and (f)
generally show the same features, there are clear differences
between the two Rs images. It is obvious that the RESI-Rs image
shows local minima in the positions of some local shunts (sites of
increased current density at 0.6 V). These sites are partly visible as
dark spots in the local bias image (e). This could be expected since,
due to the locally increased dark current, there is an additional
voltage drop in these positions. The difference between the two Rs

images (d) and (f) are mainly due to the different local current
distribution in both measurements. While in the PL-Rs measure-
ment the dominant current was the photocurrent, which flows
essentially homogeneous, in the RESI-Rs measurement it is the dark
current at 0.6 V, which flows very inhomogeneous, see Fig. 1b.
While the horizontal current paths under illumination are essen-
tially linear and parallel, first from the emitter area to the grid lines,
and then within the grid line to the bus bar, the current to a local
shunt may be conducted from all four sides. This leads to a reduced
local effective Rs-value in this region, if the series resistance is
defined conventionally as the local voltage drop divided by the local
current density. Hence, the local minima in the RESI-Rs image are
real, and they do not appear under illumination. The difference
between Fig. 1d and f indicates a basic limitation of the local Rs

concept used here: there is no universal local Rs-distribution
characterizing the cell under all conditions (dark and illuminated,
different current levels). Note that there may be also still some
systematic errors in the RESI-Rs image, coming from the fact that the
EL-based calculation of V3(x,y) is generally assuming a diode ideality
factor of unity. If there are J02-type or ohmic shunts in the cell, they
are interpreted in the evaluation as low lifetime regions, which may
lead to some inaccuracy of the V3-estimation in such regions.

In the following simulations a homogeneous short circuit
current density equal to the value provided by the producer of
the cell for AM 1.5 was assumed. In reality Jsc should be higher
than this average in defect-free regions and lower in defect
regions. Thus, in the present evaluation the maximum efficiency
limit is probably still underestimated. Fig. 2 shows the measured
dark and illuminated I–V characteristics, together with the global
characteristics simulated by ‘‘Local I–V 2’’ by summing up over all
image pixels, using the PL-Rs and the RESI-Rs data from Fig. 1d
and f, respectively, and also assuming n2¼2. Since the flasher-
based I–V data of this cell were not available and there was no
access to a cell tester, we measured the illuminated characteristic
under monochromatic illumination. The cell was homogeneously
illuminated with 850 nm light and the intensity was adjusted to
match the Jsc¼31.8 mA/cm2 given by the cell producer. As Table 1
shows, the cell data measured in this way match the flasher-
based I–V data provided by producer quite well. Only the fill
factor measured by us is significantly larger, which may be due to
a lower influence of the departure from the superposition prin-
ciple described in [17] in our case. Note that in this type of solar
cells the backside recombination at the Al contact considerably
contributes to the effective bulk recombination, which has a
stronger influence for AM 1.5 than for 850 nm illumination.
In Fig. 2a the measured dark characteristic is matched also very
well by the simulations using both Rs data. It can be expected that,
especially for low currents, the choice of Rs does not play a
significant role. In spite of the fact that the DLIT measurements
were lying quite closely together (see data points in a), the fit of
the dark characteristic is very good down to 0.2 V. This supports
our assumption that the ideality factor of local non-linear
(recombination-type) shunts is rather independent from the bias.
If an ideality factor of the recombination current of n2¼2 is
assumed, the fit below 0.5 V becomes considerably worse, but
there is no influence in the high current regime. Above the highest
current used for the DLIT measurements, all simulated dark
characteristics indicate a series resistance assumed to be too
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high. This deviation is a result of the conventional (area-related)
definition of Rs, which does not take into account its distributed
character. In reality, the effective (lumped) dark series resistance
further decreases in the high-current regime above 0.6 V [18].
Fig. 2b shows the measured and simulated illuminated character-
istics, the dots are the maximum power points. As Table 1 shows,
the efficiencies differ only by 0.1% and the Voc by 2 mV from the
measured ones. In particular, the maximum power points are
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lying closely together. Therefore only the region around the
maximum power points are displayed in Fig. 2b, which allows a
distinction between the different results. Only slight deviations
between the measurement and the different simulations are
visible. In the illuminated characteristics (b), the PL-Rs-based
simulation is lying a little closer to the measured curve, but the
difference to the RESI-based simulations is weak. The simulations
for variable n2 and assuming n2¼2 are lying very close to each
other, the only difference is in the low-voltage range, as could be
expected. Hence, for the simulation of illuminated characteristics
the assumption of n2¼2 obviously does not lead to significant
errors, just as for the dark characteristics at the maximum power
point and above.

Though there are only little differences between the two Rs

data sets in the global analyses, there are clear differences in the
local analysis. The accuracy of the modeling of certain local shunt
currents is better if the RESI-Rs data are used. By using the PL-Rs

data, the series resistance in most shunt positions is clearly
overestimated. This results in too large voltage corrections for
the high-current measure points in shunt position, leading to a
physically unlikely steep local characteristic there (ideality factor
significantly smaller than unity). Therefore, in the following we
will generally use the RESI-Rs data with variable n2 for our
simulations. ‘‘Local I–V 2’’ allows the limitation of the allowed
range of n2 (as well as of all other fitting parameters), here a range
between 2 and 20 has been chosen. Choosing n2 values well below
2 is not recommended, since then the procedure may have
problems to separate the diffusion and the recombination current
contributions from each other. Values above 20 are probably
physically irrelevant. Fig. 3 shows a collection of images resulting
from the ‘‘Local I–V 2’’ evaluation of the data shown in Fig. 1. The
J01-image closely correlates to the EL image (not shown here; high
J01-values in positions of low EL signal), as it had been shown
already in [21]. If n2 is taken as a variable, the J02-data range over
many orders of magnitude. Therefore, in Fig. 3b log(J02) is shown
from 10�8 to 10�2 A/cm2. This J02-image closely correlates with
the n2-image (Fig. 3c). This agrees with the theoretical expecta-
tion that a high local concentration of recombination centers
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crossing the p–n junction leads to pronounced multi-level recom-
bination, which is responsible for the high ideality factors [6]. The
strong noise in the n2-image is due to the fact that in most of the
area the recombination current is very small. Since the J02-data
are strongly influenced by the of the n2-data, very often the
approximation n2¼2 is made, even if the dark characteristic
indicates n242, since only then the J02-image is physically
meaningful: it is proportional to the locally flowing recombina-
tion current density. This recombination current component at
0.6 V can also be displayed by ‘‘Local I–V 2’’ for variable n2, the
result is shown for 0.6 V in Fig. 3d. This image looks quite similar
to the measured current density at 0.5 V in Fig. 1a, where at 0.5 V
the recombination current contribution should dominate. How-
ever, there are also significant currents in Fig. 3d in positions
where J01 see Fig. 3a shows local maxima (e.g., in region D in
Fig. 3d. This points to the possibility that the procedure has not
completely separated J01- and J02-contributions here. Note that
the separation of these two current contributions depends basi-
cally on two parameters: (1) on the assumed value of Rs and
(2) on the assumed value of n1. Rs influences the amount of the
voltage correction: the larger Rs, the smaller the effective ideality
factor, the higher the amount of current attributed to J01, and vice
versa. Thus, Rs-values chosen too low would lead to the attribu-
tion of some of the diffusion current to the recombination current.
As mentioned above, a carrier-dependent saturation of recombi-
nation centers may lead to an increase of the ideality factor of the
diffusion current n1 [5]. If n1 is larger than unity but n1¼1 is
assumed, some part of the diffusion current is also attributed as a
recombination current. As mentioned above, ‘‘Local I–V 2’’ auto-
matically calculates images of the ‘‘effective ideality factor’’
between V1 and V2 and between V2 and V3, respectively, which
is the inverse of the slope of the logarithmic characteristic
between these points. Here in each position (x,y) the dominant
current contribution governs the value of this magnitude. For high
currents it is well known that the effective ideality factor is
influenced (enlarged) by the series resistance. Therefore ‘‘Local
I–V 2’’ also calculates images of the ‘‘suns-Voc’’ effective ideality
factors, where the influence of Rs is compensated. Fig. 3e shows
this image for the voltage range 0.55 to 0.6 V. Indeed, this image is
not influenced by the inhomogeneities of Rs, as the conventional
effective ideality factor image indeed is. The scaling range of this
image spans from 0.8 to 1.5, hence all regions where the
recombination current dominates appear white. This sensitive
scaling was chosen for showing that in crystal defect regions,
where the diffusion current (Fig. 3a) is maximum, also the
effective ideality factor is slightly increased over unity (blue in
the on-line color version). In these defect regions, neff-values of
1.16 and above are observed, whereas in most ‘‘good crystal
quality’’ regions neff-values very close to unity appear. Therefore
in Fig. 3f a Jrec image assuming n1¼1.16 is displayed. This image
looks already much closer to Fig. 1a), hence probably the
assumption n1¼1.16 is somewhat more realistic than n1¼1, at
least for the crystal defect regions. By this measure the diffusion
current image remains qualitatively unchanged compared to
Fig. 3a. Note, however, that by assuming n141 the numerical
values of J01 are not comparable with that assuming n1¼1
anymore, just as it is for J02-values and n2¼2. Also any inaccuracy
of the Rs image may lead to deviations of the local neff-values, note
the above mentioned limited validity of the local Rs concept
applied here. This probably explains the generally higher
neff-values close to the bus bars. Moreover, in the defect regions
also a weak homogeneous recombination current may be
expected, which also would increase neff in these regions. There-
fore, and since there is obviously no generally valid value of n1,
the following evaluations are performed again by assuming
n1¼1. It has been tested that assuming n141 would not lead to
significant changes in these results. By comparing Fig. 3a and d
(resp. f) it can be observed that there are distinct J01-shunts
(regions of high diffusion current) and J02-shunts (region of high
recombination current), which show only a weak correlation to
each other. While J02-shunts are mostly lying within regions of
increased J01, there are also pure J01-shunts, where no measurable
J02 flows. For example, site A is a typical J02þ J01-shunt, site B is a
typical J01-shunt, and site C is a high crystal quality region. We
will refer to these sites in the discussion of the local character-
istics and solar cell parameter images in the following section.

3.3. Local characteristics and cell parameter images

Fig. 4a, b, and c show the dark and illuminated characteristics
of regions A, B, and C. The local solar cell parameters of these
regions are indicated in the caption. For the dark characteristics
the suns-Voc characteristics are shown here, since only these can
easily be split into the diffusion and recombination current
contributions (note that Rs only acts on the total current and
not on its constituents). The ohmic current contributions in these
regions are negligible and not shown. It is clearly visible that in
region A both FF and Voc is degraded, leading to a strong reduction
of the efficiency, whereas in region B mostly Voc is degraded.
Region C marks the efficiency potential of this cell of 16.4% at
Voc¼632 mV, which would hold if all local defects were absent
and Rs were as low as in this region. Note that, for a more realistic
Jsc-distribution, this potential would be even higher. In Fig. 4d the
dependence of the efficiency on illumination intensity is plotted
for regions A, B, and C, and for the whole cell. As expected, this
dependence is especially strong for region A and weakest for
region C.

In Fig. 5 various local cell parameters are shown, which are
obtained assuming full illumination intensity (Jsc¼31.8 mA/cm2),
except of the Voc-distribution d), where an intensity equivalent to
0.2 suns (Jsc¼6.36 mA/cm2) was assumed. By comparing these
data with the diode parameter data in Fig. 3 (especially the
distribution of the diffusion current a) and the recombination
current f), it is visible that Voc at 1 sun (Fig. 5a) is mainly
influenced by local maxima of the diffusion current (Fig. 3a) and
less by the recombination current distribution (Fig. 3f). The
opposite holds for the distribution of the fill factor (Fig. 5b),
which is stronger influenced by maxima of the recombination
current (Fig. 3f). All local efficiency variations (Fig. 5c) may be
explained by variations of Voc (Fig. 5a) or FF (Fig. 5b, which is
influenced by Rs, Fig. 1e), since here a homogeneous Jsc has been
assumed. On the other hand, at a reduced illumination intensity
of 0.2 suns, also Voc (Fig. 5d) is strongly influenced by sites of high
recombination current (Fig. 3f). At this intensity Voc is close to the
mpp at full illumination intensity, where the FF at 1 sun is
measured. This shows that the recombination current has a
stronger influence on the characteristic at mpp than at Voc, which
is also visible in the FF image at 1 sun in Fig. 5b. Also the FF and
efficiency images measured at 0.2 suns (not shown here) showed
a stronger degradation in positions of J02 shunts than for 1 sun.
This shows that these defects affect the efficiency much stronger
at reduced illumination intensity, which also holds for ohmic
shunts. This is also nicely shown in Fig. 4d, where defect A shows
the strongest degradation of the efficiency with reducing inten-
sity. The pseudo-FF and the suns-efficiency images Fig. 5e and f
display the local diode properties without the influence of the
local series resistance. Indeed, the inhomogeneities of Rs (Fig. 1d
and f) are not visible in these images anymore, just as in the
Voc-images (Fig. 5a and d). This points to the fact that the
procedure of Eq. (3) to regard Rs is obviously correctly working,
which has been shown for even stronger Rs-variations already
in [8].
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A valuable feature of ‘‘Local I–V 2’’ is that it allows one to
consider single pixels or certain (rectangular) local regions as
‘‘bad pixel’’ regions. Then all input data in these regions are
automatically replaced by the average data of their surrounding.
This feature may also be applied to replace the data from the bus
bar region, where no useful DLIT and EL signals appear, by more
meaningful data of the surrounding. Another related feature is the
‘‘cut shunt’’ option. Here a shunt region may be selected and all
input data of this region are replaced by average data of its
surrounding. However, in contrast to the ‘‘bad pixel’’ option, here
the total cell current values are corrected according to the local
current data in the selected region. Now this option will be used
to check the influence of the two dominant shunts at the top and
at the bottom of the cell on the efficiency of the whole cell at
different illumination intensities. For the whole cell, the efficiency
at one sun intensity was calculated to be 15.48%, and at 0.2 suns it
was 13.78%. After having cut out these two shunts, at one sun
intensity the expected efficiency is 15.57% and at 0.2 suns it is
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14.04%. This shows that, though these shunts are dominating the
DLIT images, their influence on the efficiency at one sun is with
0.085% (absolute) relatively small. However, at 0.2 suns illumina-
tion intensity these shunts degrade the efficiency already by
0.26% (absolute), which is not negligible anymore. This could be
expected since, according to Fig. 1c, 3a, 3c, and 3f, these shunts
contain only ohmic and J02-contributions with a large ideality
factor, but no J01-contribution.
4. Discussion

It has been mentioned already in the Sect. 2 that the ‘‘Local I–V 2’’
procedure is based on a number of relatively strong assumptions.
Thus, this procedure is only of limited accuracy and cannot
replace a rigorous 2-D or 3-D device simulation. However, as a
rule such device simulations are assuming homogeneous silicon
material and do neither consider local lifetime variations nor any
technological imperfections like scratches or grid line interrup-
tions. The strength of the procedure described here is that it may
evaluate real solar cells showing such inhomogeneities non-
destructively. It was already mentioned in Sect. 1 that the local
cell parameter images are actually only hypothetical ones, which
would hold if a whole homogeneous cell would show the proper-
ties of a certain region. Thus, it is not allowed to average these
parameters over a certain region. However, the influence of a
certain local defect may be evaluated quantitatively by simulating
illuminated I–V characteristics of a representative region of the
cell containing this defect or not and comparing these parameters
with the parameters simulated for the whole cell. At least, the
local cell parameter images simulated by ‘‘Local I–V 2’’ enable a
qualitative estimation, which defects are most detrimental e.g.,
for degrading the FF or Voc, how the series resistance influences
the efficiency, and how these influences changes with varying
illumination intensity. The demonstrated very good correspon-
dence between measured cell parameters and parameters simu-
lated for the whole cell, based on local DLIT and EL images,
indicates that this procedure works sufficiently realistic on typical
industrial solar cells.

It would be interesting to compare this method with the ILIT-
based local efficiency analysis of Ramspeck et al. [14] and with
the PL-based analysis recently introduced by Shen et al. [15], as
well as with the PL-based local efficiency analysis working on
wafers, which was recently introduced by Michl et al. [23] Thus, it
can be expected that the DLIT-based local efficiency analysis
introduced here, which is available via [16], will become a useful
tool for the PV community.
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