Explanation of commonly observed shunt currents in c-Si solar cells by means of recombination statistics beyond the Shockley-Read-Hall approximation
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The current-voltage (I–V) characteristics of industrially fabricated, crystalline silicon solar cells are often influenced by non-linear shunts that originate from localized, highly disturbed regions and cause ideality factors n > 2. We show that recombination within such locations needs model descriptions that go beyond the Shockley-Read-Hall (SRH) approximation, because the density of defects is so high that recombination does not occur via isolated, but coupled defect states. We use a variant of coupled defect level (CDL) recombination, the donor-acceptor-pair (DAP) recombination, but via deep levels (as opposed to shallow levels). With this model, we quantitatively reproduce the I–V curves of solar cells that we subjected to various degrees of cleaving, laser scribing or diamond scratching to form shunt locations in a controlled manner. The suggested model explains the transition from ideality factors n < 2 to n > 2 when going from low to high defect densities. We also explain the non-saturating reverse I–V characteristics. We show that an additional source of currents with n > 2 is SRH recombination in an inversion layer that extends from the front p-n junction to the rear contact along the cell’s edge or along a micro-crack.


I. INTRODUCTION

The well-known Shockley-Read-Hall (SRH) recombination model 1,2 quantifies the recombination rate in semiconductor materials via a single defect level. When this model is applied to recombination in the space charge region of p-n junction diodes, it influences the ideality factor n of the current-voltage (I-V) curve, described by the Shockley equation: 3

\[ f(V) = f_0 \left( \frac{V}{nV_{th}} \right) - 1 \]  

Here, \( f_0 \) is the saturation current-density, \( f \) the current density \( I/A, V_{th} = kT/q \) the thermal voltage, where \( k \) is Boltzmann’s constant, \( q \) the elementary charge, and \( T \) is the absolute temperature. It was demonstrated in various attempts 4-10 that \( n \) can reach but not exceed 2. For an overview on such attempts see Ref. 11.

In contrast to these theoretical findings, it has been well-known for more than 40 years 12 that the forward-characteristics may show an \( n \) value larger than 2, up to values of about 5, over an extended voltage range. This is observed in most industrially fabricated Si solar cells and frequently also in cell designs under development. Moreover, the reverse characteristics are in these cases Ohmic or slightly super-linear, which cannot be described within the SRH model either: it predicts saturation behavior.

Previous attempts to explain large ideality factors were made with various models, including trap-assisted tunneling 13, field-enhanced recombination, 14 saturation effects within the SRH-model for donor-like levels, 15 resistance-limited action of SRH-type edge recombination currents, 16-18 and bias-dependent band bending that extends the recombination region to the p-type surface. 19 In some of these models (Refs. 13–15), it was assumed that the point defects are more or less homogeneously distributed in the whole depletion region. However, as it was suggested already in 1962, 12 the currents having \( n > 2 \) do not originate from a homogeneous distribution of defects, but from local sites with a very high defect density. This was experimentally confirmed by means of lock-in thermography. 20-23 For example, it was found that an increased recombination current can be observed in the whole edge region, but the edge current-density distinctly peaks at a few sites at the edge, which is called local edge shunts. 21,22 Ideality-factor mapping performed by lock-in thermography showed that \( n \) is generally larger than 2 only in these local edge shunts, whereas there is \( n \leq 2 \) in the other edge regions as expected from SRH theory. 21
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In this paper, we verify the local nature of shunts by disturbing the p-n junction depletion region in the interior part of cells in a controlled and reproducible manner by cleaving, laser scribing, or diamond scratching of the front surface above the shallow diffused emitter. We propose that the source of currents with $n>2$ are defects that are coupled together and therefore cannot be described by the SRH theory. Defects with energy levels deep in the forbidden bandgap have a very localized wave function and therefore act in general as isolated entities. A remarkable coupling between the defects occurs if their density becomes so high that their wave functions overlap. This is indeed the case in local shunt areas: oxidized surfaces may already show a density of defect states of about $10^{12}$ cm$^{-2}$, corresponding to a mean distance between the defects of 10 nm. A highly disturbed region may easily have a hundredfold higher defect density, corresponding to a mean distance below 1 nm. This makes interaction among deep defects very likely. We reproduce our measured currents with a model of donor-acceptor-pair (DAP) recombination, but via deep levels (as opposed to the usually treated shallow levels $^{24,25}$).

To avoid ambiguities, we define a shunt in a diode as any path where carriers flow as an alternative to being fully injected across the p-n junction. $^{16}$ This implies that not all currents having $n>2$ are shunts. For example, the recombination rate at oxidized Si back surfaces shows a saturation behavior and can cause $n>2$ if this rate is dominating the cell’s total recombination rate. $^{26,27}$ Such current-paths do not provide an alternative to being injected across the p-n junction since the recombination occurs after the carriers are injected. In contrast, if such a surface is situated in the p-n junction depletion region, recombination may provide a short-cut for carriers through the p-n junction, so they do not need to be thermally excited above the entire potential barrier across the p-n junction. $^{28}$ In this work, we deal solely with recombination currents that are shunts.

**II. EXPERIMENTS**

In our experiments, we have selected seven identical, 1 cm$^2$ sized, laboratory PERL cells which show no significant shunt currents. The I–V characteristics of all these cells, obtained at room temperature in the dark, corresponded initially to the “virgin” curve shown in Fig. 1. In order to induce shunt currents, three of these cells were disturbed in three different ways:

1. cleavage in the (100) direction (after scratching the backside), so that the cleaved surface crosses the p-n junction depletion region over a length of 1 cm;
2. laser-cutting through the diffused emitter into the p-n junction depletion region (1 mm along the front surface between two metal fingers);
3. diamond scratching through the diffused emitter into the p-n junction depletion region (3 mm long at the front surface between two metal fingers).

These treatments affect the I–V curves both in forward and reverse direction, as shown in Fig. 1(a) and 1(c). We do not deduce the ideality factor $n$ with the commonly applied formula that is derived from Eq. (1) by neglecting the offset $–j_0$:

$$n(V_i) = \frac{V_i - V_{i-1}}{V_{th} \ln [(j(V_i)/j(V_{i-1})].}$$

The subscripts $V_i$ and $V_{i-1}$ denote neighboring voltage points of the measured I–V curve and $j(V_i)$, $j(V_{i-1})$ are the corresponding current densities. As this equation is only valid at $V>3V_{th}$, we use a formulation $^{29}$ that accounts for the offset $–j_0$:

$$n(V_i) = \frac{V_i - V_{i-1}}{V_{th} \ln \left[\frac{j(V_i)}{j(V_{i-1})} \left(1-e^{-j_0/j_0}\right)\right]}.$$

and hence is also valid near 0 V and at reverse bias. As expected, the virgin cell shows an $n$ considerably smaller than 2 over the whole measured bias range, because there is no significant shunt current contribution (the small peak near 0.41 V is due to recombination saturation at the rear oxidized surface, $^{30}$ the increase toward very low voltages is due to SRH recombination in the p-n junction depletion region, which is an unavoidable recombination current). Its lock-in thermography image in Fig. 2 shows a homogeneous thermal signal across its whole area. Its reverse current is very low (in the nA range) up to many volts.

After disturbing, the thermography images confirm that the additionally created currents are limited to the disturbed regions. In Fig. 1, there is a clear correlation between the magnitude of the recombination current and the ideality factor: the higher the current, the larger the ideality factor. Cleaving produces the lowest recombination current per length unit and also the lowest $n$, while diamond scratching produces the highest current and the largest $n$. From SEM micro-graphs (not shown here) it is apparent that cleaving disturbs the p-n junction depletion region the least, while diamond scratching the most. With the assumption that cleaving introduces the smallest density of defects, and scratching the largest, we conclude that the higher the defect density, the higher is $n$. In addition, the increase of the reverse I–V curve is stronger the higher $n$ at forward bias.

In a separate experiment, we used a Vickers indenter to scratch each of three cells at room temperature along a line of 1 mm with the predefined forces of 0.06 N, 0.09 N, or 0.26 N. The largest force caused a 1 µm deep scratch through the p-n junction depletion region. $^{31}$ In this way, we are able to increase the damage in a controlled manner. This experiment and its interpretation will be discussed in Sec. III C.

**III. THEORETICAL DESCRIPTION OF SHUNT CURRENTS**

A correlation between $n$ and the magnitude of a local recombination current similar to that described in II is described by resistance-limited recombination, $^{16,17}$ where a larger current is more resistance-limited. While we acknowledge that this model describes some relevant situations, we observe that it does not explain the most commonly observed experimental findings. For example, the resistance-limitation
appears only at a forward bias above 0.2 V, where the current is sufficiently high for this effect to become dominating, while typical measured I–V curves show \( n > 2 \) already below 0.1 V, as displayed in Fig. 1(a). In addition, the induced shunt locations have a very simple geometry: the scratch lies in parallel to the two neighboring metal fingers and shows a homogeneous recombination activity across its entire length in Fig. 2. Hence, its series resistance can be described by a single resistor rather than by a distribution of various resistors, which would be necessary in the resistance-limited model for explaining \( n > 2 \) over an extended bias range.

As the features in Fig. 1 cannot be described by series resistance effects, we need to resort to recombination that increases sub-exponentially with applied bias \( V \), i.e., leads to a “saturation behavior” in the dark current. In the SRH formalism, the recombination rate \( R_{SRH} \) is proportional to the excess carrier density \( \Delta n \) at low-injection conditions, and there is no saturation behavior possible except in space charge regions where \( n \) or \( p \) saturate with increasing \( V \) (e.g., at interfaces to charged dielectrics). However, if two defect states are coupled, there exist additional capture and emission processes as shown in Fig. 3. The recombination rate may become limited by the coupling rate from one to the other defect, at sufficiently high excess carrier densities \( \Delta n \), which results in the desired saturation behavior. With increasing \( \Delta n \), the recombination rate \( R \) may become limited by one of the three transitions highlighted in Figs. 3(a) and 3(b), respectively. Consider as an example the transitions \( A \rightarrow B \rightarrow C \) in Fig. 3(a) and let the DAP be in a dipole state (i.e., the donor and the acceptor are both ionized). Given that \( c^A_n \) and \( c^A_p \) are large (\( A,C \)), recombination may become limited by the inter-defect coefficient \( c_{DA} \) for \( E_A < E_D \), and by \( c_{DA} \) for \( E_A > E_D \) (\( B \)), respectively. This leads to a saturation behavior in the recombination currents at sufficiently high \( \Delta n \), e.g. sufficiently high forward bias voltages. We model the dark current using the Coupled Defect Level (CDL) recombination model of Ref. 14, given therein by the equations (19), (23)–(25). Apart from the coupling, these statistics satisfy the assumptions of the SRH theory, e.g., the energy levels are constant and independent of each other, the capture coefficients are also constant and independent of the occupancy of the coupled states, etc. In reality, the energy of one level will depend on the occupancy state of the other level, where the Coulomb interaction energy may be in the order of 100 meV. However, as we will show in Sec. III B, DAPs with energy levels within a broad range allow for the occurrence of \( n > 2 \). Hence, the simplification of constant energy levels is a valid approximation.

The question now is, which properties the capture and emission processes of the two coupled defects need to possess to cause the observed shunt currents. To answer this, we can restrict ourselves to the type of defects that cause the highest recombination rates. In the SRH formalism, the probability that a defect state captures an electron or hole is given by the capture cross sections (CCS) \( \sigma_n \) and \( \sigma_p \). These \( \sigma \) values are influenced by two main factors: the charge residing...
in the defect state, and the overlap of its wave function with the wave function of the incoming carrier. A literature review shows\textsuperscript{12} that it is mainly the charge that controls $\sigma$ in deep-lying defect states. Concretely, a positively charged defect level is more likely to attract electrons than holes, i.e., $\sigma_n > \sigma_p$.\textsuperscript{33} As the capture probability of electrons and holes is given by the CCS, we propose that the recombination rate is dominated by sites where an acceptor-like defect (with $\sigma_a$) is coupled to a donor-like defect (with $\sigma_n \gg \sigma_p$). Consider, as an example, the transitions highlighted in Fig. 3 for the case that the acceptor lies below the donor [Fig. 3(a)] or above the donor [Fig. 3(b)]. Due to the asymmetric CCS, the donor-like state captures electrons likely (A), transfers this electron to the acceptor-like defect (B), which is then likely to capture a hole (C). The recombination via this type of coupled defect is described in the literature as DAP recombination.\textsuperscript{24,25} However, these references consider shallow defects, which have a well extended wave function. We will show below that the experimentally observed shunt currents cannot be explained with shallow defects. Instead, we require deep-lying donor-like and acceptor-like defects, which have constricted wave functions and, accordingly, need to exist both in very high densities to couple to each other. Therefore, we need to extend the DAP recombination model with dependencies on defect density, as is done in the following.

### A. Dependencies on the defect density

With an increasing density of defects, the experiments in Section II show a transition from SRH-like recombination via isolated defects ($n \leq 2$) to recombination with $n > 2$. To include this effect in the simulations, we introduce physically motivated dependencies between the recombination parameters and the defect density. We assume that both the CCS and the coupling parameter $r_{DA}$ depend on the distance between donor and acceptor $r$.\textsuperscript{25} We use the same notation as Ref. 14, but replace the subscript “1” of the first defect with “D” (donor-like) and the subscript “2” of the second defect with “A” (acceptor-like).

The effective charge state of coupled pairs sensed by free charge carriers is a function of $r$. For $r$ much larger than the distance between the charge carrier and one of the defects ($r \gg r_c$), the CCS will be that of the isolated donor and acceptor ($\sigma_{n,p}^{D}, \sigma_{n,p}^{A}$, respectively).\textsuperscript{25} For small separations ($r \ll r_c$), however, the defect pair appears “neutral” leading to a much smaller capture cross section. Note that if a dipole is formed as in case of Fig. 3(a) (an electron tunnels from the donor to the acceptor), “neutral” refers to the fact that the electron senses only the monopole. We assume here that the free charge carriers are captured by the pair of defects. This is valid as long as the DAP concentrations are much larger than the concentrations of the free charge carriers. Following the empirical relation proposed by Ref. 25, we assume the CCS for pairs to be proportional to the square of $r$:\textsuperscript{25}

$$\sigma_{n,p}(r) = \sigma_{n,p}^0 \left( \frac{r}{r_0} \right)^2 := A r^2. \quad (4)$$

The case $r \to \infty$ is no problem, since Eq. (4) only refers to the CCS for electrons and holes of the donor and acceptor in a coupled DAP, where large distances between the defects in a pair are unlikely. (For large distances, the exponent of $(r/r_0)$ should be zero instead of two.)

The $\sigma$-values can then be expressed as carrier lifetime parameters

$$\tau_{n,p} = \left( N_{DAP} \sigma_{n,p} \varepsilon_{th,n,p} \right)^{-1}, \quad (5)$$

where $N_{DAP} = N/2$ is the DAP density, $N$ is the sum of the defect density of the donor and acceptor-like defects, and $v_{th}$ is the thermal velocity.
Further, we assume that once a free carrier is captured by the pair, it depends on the charge type of the free carrier whether it is captured by the donor or acceptor. If for example an electron is captured by the pair, one may say that it is captured rather by the donor, because the coupling of the free electron to the wave function of the pair has to be taken into account. The probability of finding the electron of an ionized donor acceptor pair is highest close to the acceptor. Thus, the part of the wave function located at the donor couples strongest to the additionally captured electron. We model this by assuming an asymmetric ratio of the CCS $\sigma_d/\sigma_p$ with values ranging from $10^3$ to $10^{12}$ for donors in a pair. Inverse ratios are used for the acceptors. Note that these high ratios cannot be measured, because for isolated defect levels, the asymmetry of this ratio is $10^{-4} < \sigma_d/\sigma_p < 10^4$. We also assume that the coupling coefficient $r_{DA}$ in units of cm$^{-3}$s$^{-1}$ is $r_{DA} = c_{DA} N_t N_A$, where the down coefficient (in units of cm$^{-3}$s$^{-1}$), $c_{DA}$, is proportional to the overlap integral of the wave functions. Assuming further H-like radial-symmetric wave functions for the defects, the first radial wave-function reads:

$$R_{10}(q) = 2 \left( \frac{Z}{a_0} \right)^{3/2} \exp \left( -\frac{Zq}{a_0} \right),$$

where $a_0$ is the Bohr radius of the donor or acceptor and $q$ is the spherical coordinate of the H atom. Assuming $Z = 1$ for ionized defects, the overlap integral of the wave functions results in:

$$L(r) = \left[ 1 + \frac{r}{a_0} + \frac{1}{3} \left( \frac{r}{a_0} \right)^2 \right] \exp \left( -\frac{r}{a_0} \right).$$

Here, we assumed an equal extension for acceptor- and donor-like defects (i.e., equal Bohr radii). This is not satisfied in general, but it is a valid simplification here, because $a_0$ is unknown and therefore a fitting parameter. Finally, we obtain the following definition of the capture probability $c_{DA}$:

$$c_{DA}(r) = c_{DA}^0 L(r)$$

Figure 4 shows the dependence of the coupling constant $r_{DA}$ and the capture cross section, expressed as carrier lifetime parameters Eq. (5), on the distance between the two coupled defects $d$. We use the numerical device simulator Sentaurus-Device to simulate the I-V curves of the solar cell used in the experiments in Sec. II. See Fig. 5(a) for the simulation domain and Refs. 36 and 37 for the model parameters. The damaged region covers an adjustable fraction of the entire simulation domain. Figure 6(a) shows the simulation results with an increasing density of defect states $N_d$. The CCS and the coupling constant $r_{DA}$ vary with $N_d$ according to Eqs. (4)–(8). In this example, the energy levels are $E_p = 100$ meV and $E_A = 0$ meV, where we define $E = 0$ eV as midgap. The corresponding ideality factors shown in Fig. 6(b) are obtained from Fig. 6(a) using Eq. (3). The following features become apparent. For the lowest defect densities, $N_d = 10^{18}$ cm$^{-3}$, the distance between the defects is as large as at oxidized surfaces (10 nm), and the overlap of the wave function is too small to lead to noticeable coupling. In this limit the CDL model results in vanishing recombination, hence the ideality factor becomes $n = 1$. Note that no additional single-level recombination processes have been taken into account. With higher $N_d$, the CDL recombination starts dominating the other recombination mechanisms in the cell (SRH and Auger) and this
leads to the desired saturation behavior. Note that $n > 2$ appears already at biases below 0.1 V where the resistance-limited edge recombination does not show any effect. Both, the recombination current and the maximal ideality factor increase with increasing $N_t$, mostly caused by the increased coupling coefficient $\tau_{DA}$. $N_t = 10^{22}$ cm$^{-3}$ is chosen as an upper limit in order not to exceed the density of silicon atoms ($N_{Si} \approx 5 \times 10^{22}$ cm$^{-3}$).

B. Dependencies on the energy levels

For a fixed defect density of $N_t = 10^{21}$ cm$^{-3}$, the energy levels of the defects are varied from $-200$ meV to $+300$ meV in Fig. 7. A few features become apparent. The currents are largest near $E_A = E_D + 100$ meV. When $E_A$ is moved below $E_D$, the current at given voltages decreases slowly with the energy separation between both levels, and the voltage at which $n$ peaks shifts slowly higher. However, note that in general the recombination rate depends on the occupancy of the defects. In addition, the DAP recombination is most effective close to midgap. Hence, for given $\Delta E = E_A - E_D$, the recombination current and the ideality factor are maximal for an almost symmetric distribution of $E_A$ and $E_D$ around midgap. Note that the behavior of the curves is symmetric to midgap for symmetric lifetimes $\tau_A = \tau_D$ and $\tau_n = \tau_p$. We choose $\sigma_n = \sigma_D$ and $\sigma_p = \sigma_p^0$, but the thermal velocities for electrons and holes are slightly different, so a slight asymmetry can be observed. Finally, for given $\Delta E$ and increasing distance of the energy pair from midgap, the DAP limitation, and therewith the saturation behavior, sets in at higher voltages. Hence also the voltage where $n$ peaks is shifted to higher values.

We observed that, for equal CCS ($\sigma_n = \sigma_D$ and $\sigma_p = \sigma_p^0$), the saturation effect is negligible if the carrier densities are equal. Only in case of $\sigma_n \neq \sigma_p$ does the smaller capture coefficient provide a bottleneck for the recombination rate, which—for low voltages—can be bypassed by the coupled recombination.

Our simulations predict that a second peak in the ideality factor may appear at high voltages ($V_0 \sim 650$ mV). However, due to the saturation effect, the recombination rate in the damaged region becomes (above some bias $V_0$), dominated by recombination in other device regions. Accordingly, CDL recombination cannot influence $n$ considerably above $V_0$. The values of $V_0$ and $n(V_0)$ depend on both $N_t$ in the damaged region, the size of the damaged region in relation to the whole cell, and on the recombination rates outside the damaged region. In all solar cells we investigated, $V_0$ is considerably smaller than $\approx 650$ mV, so this second peak in $n$ does not appear in the dark I-V curve, which is the sum of recombination of all device parts.

If one of the coupled defects is very shallow, free carriers may tunnel into this defect. This effect is called trap-assisted tunneling (TAT). For our set of parameters, this effect plays a negligible role in forward bias. However, in reverse bias, variations in the lattice relaxation energy $\varepsilon = Sh\omega$, where $S$ is the Huang-Rhys factor and $h\omega$ the effective phonon energy, may strongly influence the breakdown-voltage.

C. Dependencies on the defect distribution

It is well known that heavily defected semiconductors have a broad distribution of defect levels within the bandgap. Therefore, we use a superposition of various DAPs to reproduce the measured data. Figure 8 shows the $I-V$ and $n$ curves of three PERL cells, where we made a 1 mm long scratch at the front surface with an indenter while exerting a load of 0.06 N, 0.09 N, or 0.26 N, respectively. We fitted these curve with simulations using only a combination of three different DAPs and obtain satisfactory fits. The heaviest load caused a 1 $\mu$m deep crater, so it is difficult to fit the experiment in the entire voltage range. Important is that the fit parameters reflect an increasing $N$ with increasing indentation load, as summarized in Table I.

Using only three distinct DAPs is a simplification. In reality, there is a rather broad distribution of DAPs both w.r.t. $N_t$ and the position in the bandgap. The effect of the width of a logarithmic Gaussian distribution of $N_D$ on $n$ is shown exemplarily in Fig. 9. A relatively narrow distribution has a small influence on the exact position of $n$. For broad distributions, the influence from defects, situated higher up
than the peak-density \( N_{20} \), becomes stronger, and the peak value of \( n \) shifts toward higher voltages.

Heavily defected regions are not expected to have only one specific type of defects, but to have a multitude of defect types extending over a broad range of energies. However, our study predicts that only deep DAPs lead to recombination currents that allow to reproduce the commonly observed shape of \( n \) as a function of bias. DAPs are characterized by \( \sigma_n^D > \sigma_p^D \) and \( \sigma_n^A > \sigma_p^D \), and hence, are most efficient for recombination compared to other coupled defects having \( \sigma_n \approx \sigma_p \). Consequently, the DAPs dominate the overall recombination rate and, hence, the dark I-V curve. We like to stress here that different DAP-combinations may lead to the same satisfactory fit results. This is an important outcome, because our model yields the commonly observed shape of \( n \) whenever DAPs are present in an almost arbitrary, but broad distribution.

D. Reverse characteristics

It is commonly observed\(^{11,39}\) that the measured reverse characteristics [Fig. 1(c)] is influenced by the degree of disturbance. The higher the recombination current and the
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**FIG. 7.** (Color online) Dependence of the ideality factor on the energy levels \( E_D \) and \( E_A \) in respect to midgap for \( N_i = 10^{21} \text{ cm}^{-3} \). The ideality factors are maximal for energy levels close to midgap and for small \( |E_D - E_A| \).

**TABLE I.** Combinations of DAPs used to fit the I-V curve and the ideality factor \( n \) in Fig. 8.

<table>
<thead>
<tr>
<th>force [N]</th>
<th>( N_i ) ( [\text{cm}^{-3}] )</th>
<th>( E_D ) ( [\text{meV}] )</th>
<th>( E_A ) ( [\text{meV}] )</th>
<th>fraction %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06</td>
<td>( 1 \times 10^{21} )</td>
<td>0</td>
<td>100</td>
<td>41.67</td>
</tr>
<tr>
<td>1 \times 10^{22}</td>
<td></td>
<td>0</td>
<td>-200</td>
<td>8.33</td>
</tr>
<tr>
<td>1 \times 10^{19}</td>
<td>100</td>
<td>0</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>( 1 \times 10^{21} )</td>
<td>0</td>
<td>100</td>
<td>26</td>
</tr>
<tr>
<td>( 3 \times 10^{21} )</td>
<td></td>
<td>0</td>
<td>-200</td>
<td>42</td>
</tr>
<tr>
<td>1 \times 10^{21}</td>
<td>100</td>
<td>0</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td>( 1 \times 10^{21} )</td>
<td>0</td>
<td>100</td>
<td>36</td>
</tr>
<tr>
<td>( 3 \times 10^{21} )</td>
<td></td>
<td>0</td>
<td>100</td>
<td>29</td>
</tr>
<tr>
<td>( 1 \times 10^{22} )</td>
<td>100</td>
<td>0</td>
<td>36</td>
<td></td>
</tr>
</tbody>
</table>
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**FIG. 8.** (Color online) Measured I–V curves and the ideality factor \( n \) of PERL cells that received a 1 mm long scratch at the front surface with a load of 0.06 N, 0.09 N, or 0.26 N, respectively. The experiment is fitted with simulations (solid lines) using a combination of three different DAPs given in Table I.
ideality factor under forward bias, the stronger is the increase of the reverse I-V characteristics.

This effect is also observed in the simulation. Our simulations predict an almost ideal behavior of the reverse characteristics in the investigated voltage range ($I < 0.005 \text{ mA/cm}^2$ at 6 V reverse bias) for defect densities $N_t < 10^{20} \text{ cm}^{-3}$ (not shown here). For higher values of $N_t$, as e.g., $N_t = 10^{21} \text{ cm}^{-3}$, the correlation between high ideality factors $n$ under forward bias and the increased current $j$ under reverse bias is clearly visible, as displayed in Fig. 10. According to SRH-theory, $j$ saturates in reverse direction according to the Shockley equation Eq. (1). In the presence of DAPs, each of the DAPs in the depletion region contributes to the total saturation current. Assuming a Schottky diode with an abrupt p-n junction, the extension of the depletion region $z_{SCR}$ increases with $z_{SCR} \propto \sqrt{V_D - V}$ for an applied reverse bias $V < 0$, where $V_D$ is the diffusion voltage. Consequently, the number of DAPs contributing to the total current increases with increasing reverse bias. Thus, a square-root dependence of $j$ on $V_D - V$ in the depletion region can be expected. Indeed, the simulated reverse currents in Fig. 10 are well described by a square-root dependence on $V$. Such a slightly sub-linear behavior is often observed for industrial cells, showing $n > 2$ at forward bias. In contrast, the measured scratch-induced reverse currents in Fig. 1(c) do not show this behavior: they are Ohmic or slightly super-linear. It was found in Ref. 31 that the temperature dependence of these reverse currents can be explained by variable range hopping conduction according to Mott’s theory. Since this type of conductivity requires charge transfer between many defects, it cannot be explained by our deep DAP model. For correctly describing the reverse characteristics our model had to be extended to include transitions between many levels.

### E. Bias-dependent extension of the recombination region

So far, we have treated heavily defected regions that extend into a p-n junction depletion region. This is not the only common source of large shunt currents: they are often observed at the edge of solar cells as well, or possibly at micro-cracks within the cell. It was shown in Ref. 28 that $n$ generally does not increase above 2 at a bias below 0.2 V if the p-n junction borders on the cell’s edge that is passivated with a charged dielectric layer. Ref. 19 showed that a maximum possible surface saturation current-density of $j_{02,\text{surf}} = 2 \times 10^{-8} \text{ A/cm}$ can be reached if the edge contains no or only a small density of fixed charges. This implies that the observed edge recombination currents with $j_{02,\text{surf}}$ as large as $10^{-5} \text{ A/cm}$ and $n > 2$ cannot be interpreted by the simple recombination action of a plane crossing the p-n junction. Two major effects may cause such large edge recombination currents: firstly, a strongly reduced lifetime in the bulk close to the edge, or secondly, an inversion layer that extends the p-n junction depletion region at the front along the charged edge or charged micro-crack down to the rear metal contact as shown in Fig. 5(b). The first case of a strongly reduced lifetime is treated in Ref. 42. We consider it as unlikely that this can be the source for the observed strong shunt currents, particularly if the edge region was etched. In the following, we investigate the case that the inversion layer extends from the front p-n junction to the rear contact. This
may well happen in wafer material with \( N_{\text{dop}} \approx 10^{16} \text{ cm}^{-3} \), as typically used for solar cells.

In Fig. 11, the chain of diodes represents the recombination p-type surface at different distances to the emitter. Using this circuit, the saturation behavior of the I–V characteristics can be easily understood. For low biases, where the recombination currents are low, the resistances of the diodes are high, and the series resistances \( R_s \) play only a minor role. Here, the recombination extends over the largest region. With increasing forward bias, the conductivity of the diodes increases. Thus, for the diodes situated further away from the emitter, the currents decrease, and thereby the region contributing to recombination becomes smaller, causing a saturation behavior. Note that this effect is different from the resistance-limited edge recombination effect considered in Refs. 16 and 17. There, only the emitter resistance was considered to limit the surface recombination current, which is independent of the bias. We employ Sentaurus-Device\(^{35}\) to simulate the PERL cell of Fig. 5(b). We do not include DAP recombination, since we wish to model these two effects separately. The results are shown in Fig. 12. The voltage where \( n \) peaks depends on the values of \( Q_1 \) and \( S_0 \).

In particular, the occurrence of saturation behavior in the dark I–V curves is limited by two critical values of the charge density, \( Q_1 \) and \( Q_2 \). Only for \( Q_1 \leq Q_2 \leq Q_0 \), an ideality factor \( n > 2 \) may be obtained, whereas there is \( n \leq 2 \) for \( Q_1 < Q_2 \) and \( Q_1 > Q_2 \). The exact value of \( Q_1 \) and \( Q_2 \) depend on several cell parameters, as will be discussed below. For \( Q_1 < Q_2 \), no inversion channel is formed, and thus, no saturation behavior is observed in the current densities \( j \) in Fig. 12(a), for charges below \( Q_1 \) given in Fig. 12(b). Consequently, the ideality factors \( n \) in Fig. 12(a) may reach but not exceed 2. This is in agreement with the observations made in Ref. 28. Generally, \( n > 2 \) can only be realized if \( Q_1 \) is sufficiently high so the surface is close to inversion already at thermal equilibrium. This is observed for charges \( Q > Q_1 \), where the resistance limitation of the current through the inversion layer causes very high ideality factors. The influence of this limitation increases with increasing \( S_0 \) and hence, the maximum of \( n \) increases with \( S_0 \). In comparison with the DAP recombination, the peaks of \( n \) are typically more narrow and may reach very high values (\( n \approx 30 \)).

For further increasing charge densities \( Q > Q_2 \), the series resistance \( R_s \) becomes negligible, the saturation behavior of the current density \( j \) vanishes and, thus, \( n \leq 2 \). The critical charge densities \( Q_1 \) and \( Q_2 \) depend on both \( S_0 \) and \( N_A \), as shown in Fig. 12(b). The increase of \( R_s \) with \( S_0 \) causes \( Q_1 \) and \( Q_2 \) to increase. Further, the charge density that causes inversion in thermal equilibrium reduces with decreasing base doping, and hence \( Q_1 \) and \( Q_2 \) decrease. As \( R_s \) increases with increasing distance to the emitter, thicker cells require higher charges (or voltages) to achieve a continuous inversion channel from the emitter to the rear contact. Hence, \( Q_1 \) and \( Q_2 \) increase (not plotted here). It is generally observed that cells with a high \( n \) under forward bias tend to have reverse characteristics that are Ohmic or slightly super-linear. Figure 12(c) shows that this effect cannot be explained with this surface model, since the band bending is reduced or
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**FIG. 11.** (Color online) (a) Schematic representation of the 2-dimensional band edge diagram of a forward biased p-n junction bordering to a positively charged surface at the front of the drawing. The barrier height across the p-n junction is lowered by the band bending at the surface, \( \Phi_s \), and hence forms a shunt-path to the rear contact. (b) Equivalent circuit of the device shown in (a).
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**FIG. 12.** (Color online) (a) Simulated I–V curves and ideality factors of a PERL cell with \( N_A = 2 \times 10^{16} \text{ cm}^{-3} \) and an inversion layer along its edge as shown in Fig. 5. The charge \( Q_1 \) is varied for \( S_0 = 10^5 \text{ cm}^2/\text{s} \). (b) Critical charge densities \( Q_1 \) (dashed lines) and \( Q_2 \) (continuous lines) for two base dopant densities \( N_A = 2 \times 10^{16} \text{ cm}^{-3} \) (blue lines) and \( N_A = 5 \times 10^{15} \text{ cm}^{-3} \) (red lines) in dependence on \( S_0 \). (c) Reverse characteristics of cells with \( N_A = 2 \times 10^{16} \text{ cm}^{-3} \) for different values of \( S_0 \) and \( Q_1 \) which yield.
inverted under reverse bias, such that the depletion or inversion layer vanishes. This surface model can only explain shunt currents in forward bias. However, as the current densities are low, it does also not hamper the occurrence of the non-saturating effects as obtained from the DAP model. Hence, it is definitely possible that both DAPs and charged edges or micro-cracks, if present simultaneously, may contribute to high ideality factors under forward bias.

IV. CONCLUSIONS

We have presented direct experimental evidence that the ideality factor \( n \) of the I–V characteristics of crystalline Si solar cells increases beyond 2 for an increasing amount of disturbance by cleaving, laser cutting or scratching. These experimental findings are reproduced by device modeling using donor-acceptor-pair (DAP) recombination via deep levels. We are able to reproduce both measured ideality factors and the dark current densities. These simulations explain the experimentally observed increase of \( n \) with increasing defect density. We do not need a particular set of defects to reproduce the commonly observed shape of \( n \) as a function of bias. It is only important that DAPs are present in the defect distribution. They are most efficient for recombination compared to other coupled defects and hence dominate the overall recombination rate. Our model yields the commonly observed shape of \( n \) whenever there are DAPs present in an almost arbitrary broad distribution. Additionally, our model yields slightly sub-linear reverse-characteristics, as frequently observed for industrial-type cells with \( n > 2 \) for forward bias. This was explained by an increasing number of DAPs contributing with increasing reverse bias to the current. We also investigated another source of shunt currents: an inversion layer extending from the front p-n junction to the rear contact via the cell’s edge or along micro-cracks. Generally, \( n > 2 \) can only be realized if \( Q_f \) is sufficiently high so the surface is close to inversion already at thermal equilibrium. In comparison with the DAP recombination, the peaks of \( n \) are typically more narrow and may reach very high values. However, this surface model can only explain shunt currents in forward bias. Our simulations explain, possibly for the first time, the observation made with lock-in thermography that the ideality factor increases with increasing disturbance, in both forward and reverse bias.
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